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This paper uses newly collected panel data that allow for significant improvements in the measurement and
modeling of information technology (IT) productivity to address some longstanding empirical limitations in

the IT business value literature. First, we show that using generalized method of moments–based estimators to
account for the endogeneity of IT spending produces coefficient estimates that are only about 10% lower than
unadjusted estimates, suggesting that the effects of endogeneity on IT productivity estimates may be relatively
small. Second, analysis of the expanded panel suggests that (a) IT returns are substantially lower in midsize
firms than in Fortune 500 firms; (b) they materialize more slowly in large firms—in midsize firms, unlike in
larger firms, the short-run contribution of IT to output is similar to the long-run output contribution; and (c) the
measured marginal product of IT spending is higher from 2000 to 2006 than in any previous period, suggesting
that firms, and especially large firms, have been continuing to develop new, valuable IT-enabled business process
innovations. Furthermore, we show that the productivity of IT investments is higher in manufacturing sectors
and that our productivity results are robust to controls for IT labor quality and outsourcing levels.

Key words : business value of IT; economics of IS; econometrics; productivity; IT labor
History : Anitesh Barua, Senior Editor; Ravi Bapna, Associate Editor. This paper was received on July 1, 2010,

and was with the authors 4 months for 2 revisions. Published online in Articles in Advance March 7, 2012.

1. Introduction
This paper uses newly collected data to analyze the
productivity of information technology (IT) invest-
ments in a large sample of firms through 2006.
Over the last 15 years, there has been considerable
progress in the literature linking information technol-
ogy investment to organizational performance, driven
by the availability of large-sample, firm-level data
on information technology capital and, to a lesser
extent, on complementary organizational practices
(Lichtenberg 1995, Brynjolfsson and Hitt 1996, Dewan
and Min 1997, Bresnahan et al. 2002). These papers
show that IT generates significant returns, typically
exceeding the cost of IT capital, and that firms with
certain complementary organizational practices real-
ize greater returns from their IT investments (see
Melville et al. 2004, Stiroh 2004, or Brynjolfsson and
Saunders 2010b for comprehensive surveys). Despite
this considerable progress, these analyses have some
significant limitations that can be addressed through
innovation in data collection and the improved meth-
ods that additional data can enable.

In this paper, we use new panel data to address
three specific limitations of prior work on IT produc-

tivity. First, a persistent concern in the IT value liter-
ature has been establishing how much of the excess
rate of return observed for IT investment is because of
reverse causality or the endogeneity of IT investment
(Lee et al. 1997, Brynjolfsson and Hitt 2000, Aral et al.
2006). Although many prior studies have addressed
this concern by using instrumental variables (IV) tech-
niques, the lack of good instruments for predicting
firm-specific IT investments leads to high estimation
variance. Modern methods have been developed for
addressing this problem,1 but they do not perform
well on existing IT data sets.

The second and third limitations relate to sample
composition. Most prior work has been restricted to
the analysis of large firms (e.g., Fortune 1000) from
the mid-1980s to the mid-1990s because that is the
sample frame in available data. Although this work
has done much to dispel the so-called “productivity
paradox,” we know relatively little about whether the

1 These methods utilize the time dimension of the panel to pro-
vide instruments (Arellano and Bond 1991) or use the time-series
behavior of other inputs to make corrections for estimates of capi-
tal coefficients (Levinsohn and Petrin 2003, Olley and Pakes 1996,
Ackerberg et al. 2006).
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pattern of IT returns observed in large firms general-
izes to smaller U.S. firms (see Dedrick et al. 2003 for
a similar claim) because firms of different sizes might
differ in their ability to assimilate new IT investments
or may have made different levels of investment in
complementary IT or organizational practices in the
past. Furthermore, the time period most extensively
studied in the past (∼1987 to ∼1997) was character-
ized by extensive organizational transformation and
predates the large boom in computer investment that
occurred in the United States in the late 1990s, leav-
ing open the question of whether the productivity
of IT investments has changed materially since the
“Internet revolution.” Higher returns to IT investment
in recent years would suggest that firms are contin-
uing to develop IT-enabled process innovations, but
economists are increasingly concerned that this recent
period might be characterized by declining returns
to IT investment, suggesting that the stock of poten-
tial IT-enabled business innovations is being depleted
(e.g., Stiroh 2008).

These gaps in our understanding of IT productivity
have persisted because existing firm-level IT research
has generally had to rely on one of four possible
data sources. The Computerworld (Brynjolfsson and
Hitt 1996) and InformationWeek data sets (Lichtenberg
1995) rely on annual surveys of large firms. Although
for a number of years these were the only IT data
available at the firm level, they have relatively small
cross sections (200–300 firms/year), and despite a
consistent sample frame, there is limited year-to-year
consistency in firm responses, making them unsuit-
able for panel data methods. Prior to 2003, the U.S.
Census Bureau collected data on IT expenditures
through various special surveys (e.g., the 1999 Com-
puter Network Use Supplement), but these surveys,
although broad and highly detailed, are not consis-
tently available over time. Since 2003, the Census
has expanded the Annual Capital Expenditure Survey
(ACES) to include questions on hardware and soft-
ware IT expenditures, which currently yields a five-
year panel. This is likely to be a valuable resource in
the future, especially for firm size or industry com-
parisons, but the current panel has a limited time
dimension and consequently cannot be compared to
the best available data from other sources that cover
prior periods.

The most comprehensive data set is the Computer
Intelligence Technology Database (CITDB), which is a
panel of large firms (principally Fortune 1000) from
roughly 1987 to the present. However, in 1994, the
CITDB changed its method of capital valuation and
by 1996 no longer provided estimates of computer
capital stock at all. Researchers have extrapolated
these data to enable IT stock to be calculated approx-
imately through the year 2000, although this is likely

to introduce considerable error, and we are aware of
no attempts to extrapolate these data beyond 2000
for productivity calculations.2 Consequently, there is
currently no existing data set that has good time-
series comparability (like the CITDB data), has a long
history, is available in current periods, and covers a
broad cross section of large and smaller firms.

In this study, we develop a new data set based on
IT personnel counts and matching production inputs
for approximately 1,800 firms across 20 years (36,000
firm-years from 1987 to 2006). This makes this data
source, to the best of our knowledge, one of the more
complete firm-level IT panels that has been available
to researchers. As we demonstrate below, our data
provide a much larger and more recent sample for
IT productivity work while retaining the most useful
characteristics of existing data such as a consistency in
the within-firm time dimension. Although our study
is not the first to propose the use of IT labor as a mea-
sure of IT investment (see, e.g., Lichtenberg 1995 and
Brynjolfsson and Hitt 1996), our data are unique in
their scope and consistency, which enables the appli-
cation of estimators that require a longer time dimen-
sion than have been available in other sources of
IT panel data.

We first use comparisons between our data and the
best available prior data set (CITDB) to show that
we are able to replicate prior results, and we use
the CITDB data as an instrument for our IT labor
measures to demonstrate that measurement error in
our data is sufficiently low. Describing the measure-
ment error properties of our data is important for
establishing the utility and accuracy of these data
and to compare our measures to the best available
alternatives. Next, we use these new IT measures to
address the three limitations of prior work identified
earlier. Our first major finding is that endogeneity,
at least in the form addressed in modern micropro-
ductivity measures, does not substantively affect cur-
rent IT estimates, nor, likely, prior IT estimates. Esti-
mates that address endogeneity only lower measured
IT elasticity by 10% versus the methods used in
prior work. Furthermore, measuring IT using labor,
which is likely to be especially subject to endogeneity
bias, suggests that the bias in capital-related studies
is even smaller. We also show that high IT returns
are not attributable to some other potentially impor-
tant sources of endogeneity, unobserved differences in
labor quality, or outsourcing.

2 Chwelos et al. (2010) provide a method for extending CITDB
1994 valuation data through 1998 by imputing the values of equip-
ment in the earlier part of the data set and adjusting for aggregate
price changes. However, this differs from the method employed by
CITDB, which determined equipment market values by looking at
actual prices in the new, rental, and resale computer markets, and
cannot be reasonably applied to more recent data because of the
substantial time lag from the data used to calibrate the models.
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Second, we find that both large and midsize firms
make similar investments in IT relative to their
size. However, larger firms appear to realize greater
marginal product from these investments, whereas
midsize firms experience the benefits of these invest-
ments much more quickly. These observations are
consistent with the argument that adjustment costs
are lower for IT investments in smaller firms, but
larger firms are better positioned to take advantage
of IT-related complements. Third, the productivity
effects of IT investment have persisted over time—
returns to IT spending continued to be higher for
large firms through the late 1990s and into the cur-
rent decade. In fact, we provide evidence that the
measured marginal product of IT labor is higher in
recent years than in the past in firms of all sizes,
in contrast to recent work that suggests that the
link between IT spending and productivity may have
changed materially since 2000 (Stiroh 2008, Jorgenson
et al. 2008).

2. Background
2.1. The Productivity Estimation Framework
The contribution of information technology to pro-
ductivity has most commonly been determined using
methods from production economics, which allow
researchers to estimate the relationship between var-
ious production inputs, such as capital and labor,
and firm output. This literature relies on the con-
cept of a production function, an econometric model of
how firms convert inputs to outputs. Economic the-
ory places some constraints on the functional form
used to relate these inputs to outputs, but several
different functional forms are widely used depend-
ing on the firm’s economic circumstances. Perhaps
the most widely used of these forms is the Cobb–
Douglas specification. Aside from being among the
simplest functional forms, this specification has the
added advantage that it has by far been the most com-
monly used model in research relating inputs such as
information technology to output growth at a vari-
ety of levels of aggregation (e.g., plant, firm, industry)
and forms the basis for productivity measurement
of the U.S. economy as a whole. Moreover, because
Cobb–Douglas can be considered a first-order approx-
imation of an arbitrary production function, it is well
suited to estimating the contribution of inputs to out-
puts, which are typically quoted at the sample mean,
the region where a first-order approximation is espe-
cially accurate.3 In this study, therefore, we assume

3 Estimates of transcendental logarithmic or constant elasticity of
substitution production functions using these data (methods used
in prior work such as Dewan and Min 1997 or Brynjolfsson and
Hitt 1996) yield nearly identical estimates of the output elasticities
of all inputs as our Cobb–Douglas estimates, as expected.

that firms produce output via a Cobb–Douglas pro-
duction function whose inputs are capital (K), non-
IT labor (L05, and IT labor (L15. We have chosen to use
value-added (VA) as the dependent variable for con-
sistency with most prior IT-value research, although
our results are similar when we utilize gross output
as the dependent variable and incorporate materials
as an additional covariate. Although most produc-
tion function estimates do not distinguish between
IT labor and non-IT labor, making this distinction
allows us to separate the contribution of IT workers.
An estimable model of the Cobb–Douglas function,
similar to the models used in both Lichtenberg (1995)
and Brynjolfsson and Hitt (1996), can be written as

lnVA= �K lnK +�L lnL0 +�IT lnL11 (1)

where L1 is IT labor, L0 is all other labor, and the
model can be estimated using standard regression
techniques such as ordinary least squares (with suit-
able standard error corrections for panel data) or
panel methods such as fixed effects. The coefficient
estimate on the IT labor input (�IT5 is the output elas-
ticity of information technology labor, the percentage
increase in output generated by a 1% increase in the
IT labor input. The output elasticity has the advantage
that it is independent of the units used to measure the
inputs and outputs, but it has the disadvantage that
it cannot be easily compared across different samples
that have different average levels of IT investment
or other factor input shares. Therefore, in addition to
reporting output elasticities, we compare the results
from estimates across different regressions by com-
puting the marginal product (MP), the amount of addi-
tional output that can be produced for an additional
unit, such as a dollar, of a given input.4 In equilibrium
(under textbook assumptions such as in Varian 1992,
Chapter 2), a profit-maximizing firm should invest in
an input until the marginal product is equal to the
marginal cost. Moreover, because firms are likely to
invest in the highest value uses of any input first,
average returns to all input units are likely to equal
or exceed the marginal product. A marginal prod-
uct in excess of marginal cost indicates an “excess
return,” which may be reconciled with profit maxi-
mization in a variety of ways, including factor adjust-
ment costs or unmeasured complementary inputs (see
extensive discussions of this issue in Brynjolfsson and
Hitt 2003 or Brynjolfsson et al. 2002). Regardless of the
reason, inputs with measured excess return not only
contribute to increased output but also to growth in
multifactor productivity.

4 The marginal product for computers is computed as the output
elasticity multiplied by the ratio of output to computer input (the
reciprocal of the factor input share).
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2.2. Limitations and Related Literature
The production function approach described above
has formed the basis of a large and influential empir-
ical literature on IT productivity. Although recent
IT value research has used this framework to answer
questions that go beyond estimating private returns
to IT investment (e.g., Cheng and Nault 2007, Tambe
and Hitt 2012), several open questions remain about
the estimates that have been produced using this
approach. The primary concern of the production
function approach is that unobserved demand or pro-
ductivity shocks may induce firms to make greater
IT investments, creating a reverse causal relationship
between IT investment and output and creating an
upward bias in elasticity estimates. The most com-
mon approach to dealing with this issue is the use
of instrumental variables, but good instruments for
IT investment have been difficult to find. Recent work
has used organizational survey responses from lim-
ited numbers of firms to create instruments based
on adjustment cost differences (Tambe et al. 2011),
but finding effective instruments for IT investment
that can be applied to large samples of firms remains
a persistent issue in the IT productivity literature
(Brynjolfsson and Hitt 2000).

There has been recent progress, however, in the
development of new techniques for the econometric
identification of production functions related to the
use of (1) dynamic panel data estimators (Blundell
and Bond 2000) and (2) estimators that use structural
modeling techniques to identify production functions
(Olley and Pakes 1996, Levinsohn and Petrin 2003,
Ackerberg et al. 2006). A challenge with these classes
of estimators, however, is they require more from
the data—for instance, dynamic panel data estimators
generally require longer panels than have historically
been available for firm-level IT data, and structural
estimators also place demands on the time dimension
because they utilize change in noncapital inputs to
identify endogeneity biases. The application of these
estimators, however, can resolve many of the classical
endogeneity concerns related to the effects of unob-
served inputs on production function estimates.

The second major shortcoming of prior work in this
stream is related to sample restrictions—most exist-
ing work has been restricted to large firms before the
mid-1990s. A central finding from the IT productivity
literature is that IT returns in Fortune 1000 firms were
growing larger over longer time differences from the
mid-1980s to mid-1990s, suggesting that firms were
taking time to reorganize work processes and build the
necessary organizational complements (Brynjolfsson
and Hitt 2003, Brynjolfsson et al. 2002). Some examples
of adjustment costs borne by firms when installing
new IT are the redesign of jobs and work routines, the
creation of new incentive systems, the development

of new software applications, and retraining employ-
ees in how to use IT-enabled systems (Applegate et al.
1988, Bresnahan and Greenstein 1997).

However, the experiences of the larger firms upon
which these findings are based may not reflect the
experiences of smaller firms (Dedrick et al. 2003).
First, prior work ties adjustment cost structure to
the specificity of complementary assets and argues
that large firms tend to face greater adjustment costs
(such as those associated with custom application
software) because of idiosyncratic work processes
and the tacit organizational knowledge that accumu-
lates in larger firms (Ito 1995). Smaller firms can
more easily use common, standardized applications
because they have less firm specificity embedded in
their internal firm transactions. Large firms, therefore,
should face greater disruptions and longer productiv-
ity lags when reorganizing but may also eventually
build more valuable organizational assets than would
smaller firms because the firm specificity embedded
in the organizational assets of large firms may make
them more difficult for other firms to imitate.

Furthermore, the adoption of information technolo-
gies requiring extensive business process reorganiza-
tion may be disproportionately costly for large firms
(McElheran 2010). This argument is consistent with a
strategy and economics literature that demonstrates
that radical innovations reduce the value of a firm’s
existing know-how, making large firms, which are
more likely to have made greater investments in com-
plex routines, less likely to adopt disruptive inno-
vations (Arrow 1962, Tushman and Anderson 1986,
Henderson 1993). However, the reorganization of
complex business processes around new information
technologies may produce greater long-run benefits
for large firms because changes embedded in complex
routines are more difficult for competitors to imitate
(Mata et al. 1995, Melville et al. 2004). Differences in
adjustment costs and appropriability between large
and smaller firms, therefore, may correspond to dif-
ferences in long-run returns to IT investment. Con-
ducting this empirical comparison requires data on a
smaller class of firms than has been available through
traditional IT data sources.

In addition to understanding how IT benefits dif-
fer across firms of different sizes, it is also impor-
tant to understand how they evolve across time to
obtain a better understanding of the relationship
between IT and productivity growth after the mid
1990s. Whether IT continued to contribute to produc-
tivity in the last decade depends in part on whether
firms continued to grow IT-related intangible assets or
whether the restructuring observed through the mid
1990s marked the end of the adjustment period for
firms. Nevertheless, there has to date been little work
analyzing how differences in adjustment costs across
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firms or time might affect productivity or growth
rates.5 Addressing these questions requires a sample
that not only includes midsized firms but also is long
enough through which to observe temporal differ-
ences in IT returns.

Sample size issues in prior studies also limit the
ability to subdivide the data for making sectoral
comparisons. Different industries rely on different
production technologies and different organizational
practices. As a general-purpose technology, IT is likely
to provide some benefit to all industries, but lit-
tle is known about how these benefits may vary,
and some of this variation may be of significant
economic interest. For instance, it has been argued
that the contribution of information technology value
and its appropriability may be significantly differ-
ent in service industries (e.g., Steiner and Teixeira
1990, Roach 1991) and that measurement issues may
obscure the value being created (see, e.g., Brynjolfsson
1993). Others have argued that the value of informa-
tion technology has been disproportionately captured
by computer-producing rather than computer-using
industries (Gordon 2000), which is critical for under-
standing the long-term benefits of computer invest-
ment because it implies productivity gains are driven
from pure technological progress (e.g., Moore’s law)
rather than a combination of technological progress
and complementary organizational innovation.

3. IT Measure Validation
3.1. IT Labor Measures
To resolve the data limitations described above, we
develop new firm-level IT measures that can be
incorporated into the production function frame-
work described above to estimate the contributions
of IT to productivity. We obtain measures of firm-
level IT employee counts from data based on the
employment histories of a large sample of informa-
tion technology workers. These employment histories,
of the type shown in Table 1, were collected through
a partnership with a leading online job-search website
and include information for each worker on employer
name, job title, and dates of employment for every
position ever held by that worker. Employment his-
tories at this website have been posted by close
to 10 million unique individuals who are passively
or actively seeking jobs. In addition to posting full
résumé data, visitors manually enter firm names, job
titles, and dates associated with all previous employ-
ment spells as well as some human capital data such

5 A notable exception is Bloom et al. (2008), who argue that higher
IT-related organizational adjustment costs for firms in Europe (cre-
ated by differences in labor regulations) delayed IT investment and
lowered returns to IT investment in European firms relative to
firms in the United States.

Table 1 Employee History Database

Employer
Employee name Job title Start date End date

IT worker Firm name 3 Project manager 5-01-2006 Present
IT worker Firm name 2 Software engineer 9-01-2003 3-15-2006
IS manager Firm name 2 Director of technology 4-01-2006 Present
IS manager Firm name 1 MIS manager 1-01-2006 3-20-2006

as level of education and managerial experience. They
also select occupational categories, such as informa-
tion technology, sales, finance, or production.

In this study, we specifically use information on
the employment histories of the information technol-
ogy workers to construct our measures of IT labor as
well as on the employment of all workers to account
for sampling issues. About 600,000 of the workers in
our data set reported information technology as their
primary occupation in 2006, representing perhaps as
much as 10%–15% of the total U.S.-based IT work-
force.6 Table 2 shows some summary statistics com-
paring the IT workers in our sample to the sample of
workers in the Current Population Survey (CPS) who
list information technology as their primary occupa-
tion. Although the workers in our sample tend to
have shorter job tenures, the educational distribution
is similar across the two samples. Workers report their
employer name for each employment spell, which
we standardize using string-matching techniques and
then match against a number of firm name databases,
such as the Compustat database, the National Bureau
of Economic Research (NBER) Patents database, and
a privately developed database that contains a large
number of common name permutations of publicly
traded firms.7 These methods are similar to processes
used for other productivity-oriented data sets (the
NBER Patents Database or the Census Longitudinal
Employer-Household Dynamics (LEHD)). Although
incorrect or missing matches because of unusual
spelling or name structure may introduce error into
our IT measures, the errors are likely to be random
and can be addressed by comparing our measures to
those produced by the CITDB. In addition, because
we correct for sampling biases (see below) many of
these errors will cancel out unless IT workers con-
sistently spell their firm names differently than other
workers do at the same firm.

6 Based on the Bureau of Labor Statistics (BLS) report of the total
number of workers employed in “Computer and Mathematical
Occupations” in 2006.
7 This alternative data source was obtained from a separate online
service in which individuals post their employment histories.
Unlike our primary source, participants post both the ticker sym-
bol and an employer name. These data provide a large number of
permutations of company names that can be linked to a common
identifier.
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Table 2 Demographic Statistics for Information Technology
Worker Sample

Matched résumé
Education sample CPS 2006

High school degree or less 2407 2501
Vocational degree 208 008
Two-year degree 1403 1008
Four-year degree 3808 4208
Graduate degree 1806 1809
Doctorate 007 107
Average job tenure 4000 6033

Source. Current Population Survey (CPS) 2006.

A single cross section of résumés contains a full,
time-series employment history for each individual
in the database. To convert our sample of employ-
ees to measures of total IT employment for the
firms we analyze, we make a number of adjust-
ments to correct for overall, firm-specific, and time-
varying sampling rates. Our primary assumption is
that the workers we observe are “sampled” from the
underlying population of all workers. The number
of IT workers reporting employment in a particu-
lar firm represents a sample proportion p̂J = xj/N ,
where N is the total number of samples and xj is the
number of workers reporting employment at firm j .
If these employment histories were randomly drawn
from the population of IT workers, the sample pro-
portion would be an unbiased estimate of the true
proportion of IT workers employed by firm j . How-
ever, employees cannot be viewed as having been
randomly sampled from the population. Instead, the
likelihood that a worker posts an employment his-
tory is influenced by firm-level factors, such as the
bankruptcy or financial decline of an employer, and
occupation-specific factors, such as average education
levels within an occupation, creating differences in
the underlying sampling rate among both occupations
and firms.

To account for these underlying sampling differ-
ences and recover firm-level IT employment levels
from our raw IT employment sample estimates, we
assume that firm- and occupation-specific factors that
affect the likelihood of posting one’s employment
history are uncorrelated.8 The firm-specific sampling

8 This assumption is violated if idiosyncratic factors at particular
firms affect IT worker turnover. Then the IT employment mea-
sure will be too high when events force an abnormally high num-
ber of IT workers to exit the firm and too low when IT workers
are retained at an abnormal rate. This biases our IT productivity
estimates upwards if unobserved factors are associated with both
a high IT turnover rate and higher productivity levels. However,
(1) we control for IT outsourcing in our analysis, which is one of
the primary reasons that we might see this pattern, and (2) if this
were a significant source of error, it would be captured by our mea-
surement error analysis and our correlation tests below because
IT capital would be uncorrelated with this source of error.

Figure 1 Estimated Average Employee Sampling Rate by Year
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rate (�j5 can then be estimated by comparing the num-
ber of workers in all occupations in our data from a
particular firm (xj5 against total employment at that
firm (Lj5 as reported in Compustat:

�̂J =
xj

Lj

0 (2)

Estimates of the number of IT workers employed by
the firm can be adjusted by scaling the number of
sampled IT workers employed by the firm by the
firm-specific sampling rate, which accounts for any
firm-specific factors that may affect an employee’s
propensity to appear in our sample. This division pro-
cess also reduces the error due to name mismatches.

Because of the entry and exit of workers from the
workforce over time, we will naturally capture a larger
fraction of the workforce in more recent time periods.
The average sampling rate, shown in Figure 1, declines
from 12% in 2006 to about 4% in 1987. The dip in our
sampling rate from 2005 to 2006 is because we count
only employed workers and unemployment rates in
our sample rose over this period. Regardless, even
the 4% sample appears sufficient for relatively pre-
cise estimates of the overall IT workforce, and because
of the large number of samples, the error variance
due to sampling in this measure is likely to be small.9

However, later in this analysis we use instrumental
variables to test how errors-in-variables impacts the
estimates produced by these data and show that the
variance from all sources of random error (sampling,
matching, etc.) is relatively small.

The final IT employment data set includes mea-
sures for morethan 36,000 firm-years from 1987 to
2006. We match these data to Compustat to compute
other production inputs. We compute value-added as
sales minus nonlabor variable costs deflated by an
output deflator at the two-digit Standard Industrial

9 If workers in our sample are randomly drawn from the popula-
tion, the sampling error variance is pj 41 − pj 5/N , where pj is the
true proportion of IT workers employed by firm j and N is the
overall number of samples.
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Table 3 Means and Standard Deviations for Full Sample

Variable Mean Std. dev. N

Value added ($ million) 1107307 3140206 361305
Output ($ million) 3113504 10195705 361305
Capital ($ million) 2110604 8119106 361305
Materials ($ million) 2106107 8118708 361305
Non-IT employees (×1,000) 1308 4305 361305
IT employees 27704 1103506 361305
IT capital (CITDB) ($ million) 2400 5506 41733
% IT outsourcing 1408 1706 237

Classification (SIC) level (see, e.g., Brynjolfsson and
Hitt 2003, Bureau of Economic Analysis10). Capital
is computed from the gross book value of capital
converted to current dollars based on average cap-
ital age and an industry-specific deflator, which in
turn is calculated by dividing total depreciation by
current depreciation and averaging this figure over
three years—see Hall (1990) and the deflators from
the Bureau of Economic Analysis fixed asset tables.11

Number of employees and industry is taken directly
from Compustat. Non-IT employees are computed
as total employees minus IT employees. Overall, our
sample covers 57% of all publicly traded firms with
$10 million or more in sales that report employees
and capital stock, making this the broadest and most
comprehensive sample of firms used in IT produc-
tivity research.12 The typical firm in our sample is
large, with an average value-added of about $1.15 bil-
lion (see Table 3). The average number of IT workers
employed at a firm in our sample is about 277.

3.2. IT Labor Measure Benchmarking
Beyond theoretical sampling considerations, we can
test whether these IT measures are a good representa-
tion of firm-level IT inputs by comparing them against
external data sources. First, we collect IT data sets
from different years, some of which have been used
in earlier IT productivity studies. These data sources
(primarily survey based) focus on IT inputs in larger
firms. High correlations between our measures and
the measures used in prior surveys suggest that we are
capturing the same underlying constructs and regres-
sions using these measures should yield comparable
results to those reported in earlier studies.

10 See http://www.bea.gov/industry/gdpbyind_data.htm (Ac-
cessed February 2, 2012).
11 See http://www.bea.gov/national/FA2004/index.asp (Accessed
February 2, 2012).
12 Employees, sales, and capital stock are the minimum variables
for estimating production functions. Screening firms by sales also
helps eliminate nonoperating holding companies. The $10 million
sales cutoff was chosen to represent firms likely to have at least five
IT employees (at a fully loaded cost of $100,000 per IT employee
and a 5% IT/sales ratio), which is close to the smallest number
detectable in our data set given our approximately one in seven IS
employees sampling rate.

Statistics from the comparisons are shown in
Table 4. Column (1) compares our measures against
1988–1992 Computerworld survey data in which
respondents reported levels of aggregate IT labor
expense (these data were used for Brynjolfsson and
Hitt 1996). The correlation between our employment
measures and the Computerworld labor expense mea-
sures is 0.63, and the means from the two data sets are
consistent with a reasonable level of expenditure per
IT employee. Column (2) compares our labor-based
measures against the CITDB capital stock measures,
available from 1987 to 2000 (e.g., see Brynjolfsson
and Hitt 2003). The correlation between these two
sets of measures is 0.57. In Columns (3) and (4)
we benchmark our measures against surveys that
explicitly ask for the number of IT employees within
the organization, allowing for a more direct com-
parison of our measures. Column (3) compares our
measures against 1995–1996 Informationweek data, and
Column (4) compares our measures against a 2001
survey conducted by researchers at the Massachusetts
Institute of Technology (MIT) (e.g., see Tambe et al.
2011). Our measures appear to be highly correlated
with both sets of survey data. Finally, in Column
(5) we compare our IT labor data from 2006 with
IT employment numbers collected from a large sam-
ple of firms in 2008. The simple correlation between
the two sets of measures is 0.78. Overall, these com-
parisons suggest that (1) our measures are closely cor-
related with external sources of firm-level IT data and
therefore representative of IT expenditures at the firm
level and (2) these correlations extend throughout the
duration of our panel.

Figure 2 shows how our estimates compare to over-
all national IT employment from 1998 to 2006 where
our parameter estimates are set so the values are
equal in 2000 but can differ in all other years.13 The
trend lines suggest that the entry and exit of IT work-
ers in our data by year is in proportion to overall
levels, and the two series show a correlation of 0.77.

Table 5 shows the distribution of these observa-
tions by one-digit SIC industry. An apparent feature
of these data is that they include a large num-
ber of service sector observations, which has been a
notable limitation of much of the e-commerce data
collected by U.S. statistical agencies (Atrostic et al.
2001). In Table 6, we examine statistics regarding the
sizes of firms in our sample. Fortune 500 firms form
only about 29% of our sample. On the other hand,
the firms in the matched CITDB sample have employ-
ment and total sales statistics that are very close to
those of Fortune 500 firms. The remaining firms in
our sample have a headcount that is three to four

13 The BLS only provides national employment numbers by occu-
pation from 1998 onward.
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Table 4 Comparison of Résumé-Based Measures with External IT Measures

(1) (2) (3) (4) (5)

External IT sample Computerworld a CITDBb InformationWeek c MITc MITd

Years 1988–1992 1987–2000 1994–1995 2001 2006e

Coefficient of
Variation
External 0042 2032 3033 2076 1095

sample
Matched 1016 2050 1091 2006 1078

sample

Correlations
Correlation 0058 0056 0052 0063 0078
Correlation of logs 0053 0062 0055 0074 0075
Spearman 0063 0058 0012 0072 0075
Firm size 0037 0044 0049 0053 0059

controls
N 600 4,754 283 80 164

Note. All correlations with multiyear samples include year dummies.
aMeasured in millions of dollars of IT labor expenses (Computerworld surveys). bMeasured in millions of dol-

lars of IT capital stock (CITDB data). cMeasured in number of IT employees (InformationWeek and MIT surveys).
dMeasured in number of IT employees in 2008 (MIT survey). eCompared with 2008 values of MIT survey sample.

Figure 2 Estimated National Employment of Computer Workers
Compared with Bureau of Labor Statistics (BLS) Computer
Worker Employment Data
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times smaller, so there is a substantial size difference
between the firms in our sample and the firms that
have been studied in prior IT productivity research.

The size distribution of the firms in our data is
presented in Table 7 and is compared against (a) the
business size distribution data of all U.S. firms col-
lected by the U.S. Census Bureau and (b) the size
distribution of firms in the CITDB data. The Cen-
sus data on size distribution are collected from the
Statistics of U.S. Businesses Data collected by the
U.S. Census Bureau.14 We compare these size dis-
tributions in 1998, the most recent year where all
three key data sets overlap (ours, CITDB, and Cen-
sus Bureau), and in 2005, where our data have the

14 Information available at http://www.census.gov/econ/susb/
(Accessed February 2, 2012).

Table 5 Firm-Year Observations by Industry

Percentage
Major industry N of sample

Construction 37 001
Durable manufacturing 1101142 3007
Nondurable manufacturing 61383 1706
Transportation and utilities 31458 905
Wholesale trade 11506 402
Retail trade 31670 1001
Financial services 21345 605
Nonfinancial services 71764 2104
Total 361305 100

maximum sampling rate and overlaps with Census.
A comparison of the distributions indicates that both
our IT labor data and the CITDB data oversample
large firms relative to firms of other sizes. However,
this is at least partly because we restrict our sam-
ple to public firms for which other production inputs
are available. An important difference between the
two data sets is that the IT labor data offer sig-
nificant coverage for firms with fewer than 10,000
employees, whereas the CITDB data have few firms in
these categories. Therefore, although limited to public
firms and not representative of the full size distribu-
tion of the U.S. economy, this data set offers a large
enough number of observations across the distribu-
tion to make meaningful statistical inferences about
the effects of IT investment in firm size categories out-
side the Fortune 1000.

3.3. Comparison with CITDB Data
In this section, we perform a more rigorous compar-
ison of our IT labor data set with the CITDB capi-
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Table 6 Output and Employment Comparisons Between Fortune 500 Firms and All Other Firms

Full IT labor
sample Fortune 500 CITDB matched 500 Non-Fortune

Value added ($ million) 1107400 2182003 2174606 54105
Output 3113504 7116807 6159401 1148700
IT employment ($ million) 28809 65708 63507 17605
Employment 13183102 32129809 33178506 6128305
N 361305 101533 41754 251772

Table 7 Firm Size Distributions

1998 1998 1998 2005 2005
Data source SUSB CITDB IT labor SUSB IT labor

<500 employees 99071% 0045% 23074% 99071% 20051%
500–999 employees 0014% 0023% 10018% 0015% 10069%
1,000–2,499 employees 0009% 3040% 17060% 0009% 16078%
2,500–4,999 employees 0003% 8062% 13073% 0003% 14022%
5,000–9,999 employees 0002% 20063% 12029% 0002% 13016%
10,000 or more employees 0002% 66067% 22047% 0002% 24064%
Total 5,579,177 441 2,279 5,983,546 2,545

Notes. Cell numbers represent percentage of total firms in each size class category. SUSB is the Statistics of U.S.
Businesses Data collected by the U.S. Census Bureau. Information available at http://www.census.gov/econ/susb/.
Numbers for SUSB firms are firms with a nonzero number of employees.

tal stock data set, the largest of the firm-level data
sets that have appeared in the IT productivity litera-
ture (Brynjolfsson and Hitt 2003). Our measures differ
from the CITDB data in a number of ways that create
opportunities for new analysis. First, as described
above, they include a larger cross section of firms than
do the CITDB capital stock data and have a longer
time dimension. Compared to CI, we have approxi-
mately 3 times as many firms and 2.5 times as long a
time series, so we can compute meaningful statistical
tests on industry and time period subsamples. Sec-
ond, it is likely that our measures have less random
error variance than the CITDB because of the way the
data are constructed, a conjecture which we can test
below.15 Third, there may be advantages of focusing
on labor-based rather than capital-based measures of
IT for studying recent time periods. On average capi-
tal composes only 10%–15% of a firm’s total IT budget
or capital stock (Brynjolfsson et al. 2006) and perhaps
even less in recent time periods (Saunders 2010b).
By contrast, labor expenditures may account for more
than 30% of a firm’s IT budget (InformationWeek 2006),
and the intangible assets produced by IT staff such
as internally developed software may be more than
five times larger than the stock of computer hardware
(Saunders 2010b). Finally, many of the remaining fac-
tors that make up the budget, such as training and

15 See Greenan and Mairesse (2000) for an example of IT produc-
tivity measurement when IT stocks are measured using labor mea-
sures with sampling error. They demonstrate that it may be possible
to accurately estimate IT expenditure using employment data with
samples as small as one to five workers per firm. Our samples are
considerably larger.

process change, may be more closely correlated with
levels of IT labor than is capital stock.

To benchmark the performance of our measures,
we compare their behavior in production function
regressions alongside that of the CITDB capital
stock measures. Between 1987 and 2000, our sample
includes 4,745 firm-year observations for which we
have both CITDB IT capital and our IT employment
measures. The simple correlation between the IT mea-
sures for the overlapping sample is 0.57, suggest-
ing the measures are closely related but have some
independent variance.16 Column (1) in Table 8 shows
cross-sectional estimates using only the CITDB data.
All analyses in this table utilize ordinary least squares
(OLS) with Huber-White robust standard errors to
account for repeated observations of the same firm
over time and any conditional heteroskedasticity in
the model. In general, Huber-White standard error
estimates will be used throughout the paper when-
ever OLS estimators are used unless otherwise noted.
Regression estimates using these data indicate an elas-
ticity of CITDB IT capital of about 0.124 (t = 809).
Elasticity estimates from the labor-based measures
using the same sample of firms, shown in Column (2),
are somewhat higher at 0.155 (t = 704). Column (3)
includes both capital- and labor-based measures in
the same model. The coefficient estimate on capi-
tal is 0.102 (t = 608), and the estimate on labor is
0.121 (t = 601). These estimates represent reductions of
about 20% relative to the coefficients when estimated

16 The correlation between the two measures is 0.32 after including
size controls and 0.23 after including size and industry controls.
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Table 8 Comparisons of IT Employment and IT Capital Stock Measures

(1) (2) (3)

DV: Value added 1987–2000 1987–2000 1987–2000

Non-IT employees 00491 00474
4000295∗∗ 4000275∗∗

Capital 00297
4000185∗∗

Employees 00571
4000235∗∗

Non-IT capital 00272 00264
4000185∗∗ 4000185∗∗

IT capital (CITDB) 00124 00102
4000145∗∗ 4000155∗∗

IT employees 00155 00121
4000215∗∗ 4000205∗∗

Controls Industry Industry Industry
Year Year Year

N 4,745 4,745 4,745
R2 0087 0087 0088

Notes. Robust standard errors shown in parentheses. All variables are in logs. Industry controls are included at the
one-digit SIC level.

∗∗p < 0005.

alone. Estimates of other factor inputs are affected
in predictable ways. The labor elasticity drops when
IT workers are included explicitly, whereas the capital
measures drop slightly when IT capital is explicitly
included. This is consistent with both IT capital and
IT labor having a marginal product per unit greater
than ordinary capital and labor, respectively. How-
ever, because IT is still a relatively small portion of
capital and labor, the marginal product estimates of
non-IT are consistently close to their theoretical val-
ues regardless of whether IT is separated or not. The
results of this analysis indicate that these IT labor
measures perform reasonably when used instead of
or alongside the CITDB data in standard productivity
regressions.

In addition to making direct comparisons, we can
use the CITDB capital stock measures as an instru-
ment for our observed labor measures (and vice
versa). Although this does not address reverse causal-
ity, this instrument has the potential to eliminate
biases because of measurement error (see a similar
approach in Brynjolfsson and Hitt 2003), allowing us
to gauge the magnitude of bias because of the mea-
surement error and to explicitly estimate error vari-
ance in each data set. The key assumption in this
analysis is that measurement error in the two data
sets should be uncorrelated, and this assumption is
likely to be valid because the two data sets are con-
structed from completely different information using
different methods. Specifically, in the presence of mea-
surement error, the coefficient estimate on the mis-
measured input (�∗5 will be equal to the true estimate

(�) attenuated by an amount equal to the ratio of the
signal variance to the total measure variance:17

�∗
= �

(

�2
x

�2
x +�2

�

)

0 (3)

Therefore, the ratio of the error variance to the total
measure variance can be computed using the biased
(OLS) and corrected (IV) coefficient estimates:

1 −
�∗

�
=

(

�2
�

�2
x +�2

�

)

0 (4)

In Table 9, we present the results of our mea-
surement error analysis. We first use the IT employ-
ment data as an instrument for the CITDB data in
(1) and (2), and these estimates suggest that the
error variance in the CITDB data between 1987 and
1994 is on the order of 40% of the total measure
variance, which is within the range suggested by
researchers who have used these data in earlier work
(Brynjolfsson and Hitt 2003). In Columns (3) and (4),
we report estimates when using our primary employ-
ment measures over the same time period, with and
without the use of the CITDB instrument, in the lim-
ited sample of our IT employment data for which the
CITDB data are also available. The estimate on the
IT employment variable rises after the application of
the instrument, which is consistent with a measure-
ment error interpretation, and the difference in mag-
nitudes implies that the variance of the error term is

17 For a discussion of the classic errors-in-variables model, see
Wooldridge (2002).
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Table 9 Using Instrumental Variables to Test Robustness to Measurement Error

(1) (2) (3) (4) (5) (6)

OLS IV OLS IV OLS IV

DV: Value added 1987–1994 1987–1994 1987–1994 1987–1994 1995–1997 1995–1997

IT employment 00034 00040 00101 00105
4000165∗∗ 4000275 4000285∗∗∗ 4000275∗∗∗

CITDB IT capital 00032 00054
4000175∗ 4000255∗∗

Controls Industry Industry Industry Industry Industry Industry
Year Year Year Year Year Year

N 2,176 2,176 1,863 1,863 2,176 2,176
R2 0095 0095 0095 0095 0094 0094
Implied measurement errora 41% 15% 4%

Notes. All variables are in logs. Industry controls are at the one-digit SIC level. Regression also includes capital, non-IT employ-
ment, industry, and year.

aVariance of measurement error is reported as a percentage of total measure variance.
∗p < 0010, ∗∗p < 0005, ∗∗∗p < 0001; dependent variable is value added.

about 15% of the total measure variance. The aver-
age measurement error in our IT employment sam-
ple, therefore, appears to be substantially smaller than
that in the CITDB data through 1994. It is noteworthy,
however, because our sampling rate increases over
time, the measurement error in later periods should
be lower than in initial periods. We are limited in the
extent to which we can test this hypothesis because of
the availability of our instrument, which is available
and reliably measured only through 1997. However,
in Columns (5) and (6), we estimate measurement
error in the IT employment data between 1995 and
1997. The change in magnitudes implies a measure-
ment error term in earlier years that is around 5%,
which is consistent with our earlier assertion that
measurement error should be falling in our sam-
ple over time. These estimates suggest (1) that our
IT employment measures contain less measurement

Table 10 Baseline Estimates Using IT Employment Measures in Productivity Regressions

(1) (2) (3) (4) (5)

Gross output Trans-log Exclude finance
Model OLS OLS OLS OLS FE

Non-IT employment 00631 00523 00638 00798
4000115∗∗ 4000135∗∗ 4000125∗∗ 4000085∗∗

Capital 00274 00340 00261 00126
4000095∗∗ 4000105∗∗ 4000095∗∗ 4000065∗∗

IT employment 00086 00076 00087a 00091 00033
4000075∗∗ 4000085∗∗ 4000075∗∗ 4000045∗∗

N 36,305 36,305 36,305 33,960 36,305

Notes. Dependent variable is value added in all models, except for (2) where we use gross output. Each regression also includes
capital, non-IT employment, industry, and year. Industry controls are at the one-digit SIC level.

(1) is the baseline model. (2) uses gross output instead of value added as the dependent variable. In (3), we report results using a
trans-log rather than a Cobb–Douglas model. In (4), we exclude the financial sector from our sample. In (5), we report results from a
fixed effects model.

aIT output elasticity computed from trans-log estimates; e.g., see Brynjolfsson and Hitt (1995).
∗∗p < 0005.

error than do the CITDB data, which have been
widely used in a number of notable IT productivity
studies; (2) that measurement error is decreasing over
time in our sample; and (3) that the magnitude of the
measurement error, especially in more recent years,
is not large enough to raise serious concerns about
the estimates produced using these data. In the next
section, we report estimates using the full sample for
which our employment measures are available.

4. Productivity Estimates
Our analysis begins by replicating cross-section and
panel production function estimates using our new
data that can be compared to prior work. We then
apply new estimators to address the impact of endo-
geneity. Finally, we consider subsamples to address
how IT returns differ across time and firm size.
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4.1. Baseline Productivity Estimates Through 2006
We first report baseline estimates using our full data
sample from 1987 to 2006. The cross-sectional esti-
mates in Column (1) of Table 10 indicate an elasticity
of 0.086 (t = 1203). In Column (2) we show esti-
mates using gross output rather than value added as the
dependent variable. In (3), we use a trans-log rather
than a Cobb–Douglas production function. The results
from these two columns suggest that our estimates
are not overly sensitive to choice of dependent vari-
able or functional form. In Column (4), we remove the
finance industry, which is known to be problematic in
production function studies due to output measure-
ment concerns and has been omitted in some prior IT-
productivity studies for that reason (e.g., Brynjolfsson
and Hitt 1996). Given that we have similar results
with this sector omitted, our results are not sensitive
to the inclusion of this sector.

The estimate from a fixed effects (FE) model,
reported in Column (5) of Table 10, is about 0.033
(t = 803). This is consistent with prior work that
suggested a significant component of IT-related pro-
ductivity contribution is slow changing IT-related
organizational practices (Bresnahan et al. 2002) and
that much of the “excess return” attributed to IT is
due to IT-related intangible assets (Brynjolfsson et al.
2002). These fixed effects results complement rather
than replace the OLS results because they are based
on different underlying assumptions about what is
being measured. The OLS results are comparable to
standard growth accounting approaches and allow for
the IT coefficient to absorb some of the effects of IT-
related organization complements. However, they are
subject to biases from unobserved heterogeneity on
other dimensions. The fixed effects analyses (as well
as the differences analyses presented later) discard
this component of IT returns as well as any benefits
of IT that are persistent at the firm level over time.
They are therefore more conservative econometrically
but also likely to substantially underestimate actual
IT returns.

In Table 11, we show the results of a total factor pro-
ductivity (TFP) decomposition, a growth analysis that

Table 11 Contributions to Growth in Value Added,
1987–2006

Estimated
Productivity contributiona

Growth rate of value added 3038
Contributions from:

Capital 0077
IT employment 0025
Other employment 1045
Multifactor productivity 0091

aAverage annual log difference shown multiplied by 100.

has been used in earlier IT productivity research to
measure the contribution of different inputs to growth
(e.g., see Oliner and Sichel 2000, Brynjolfsson and
Hitt 2003). The TFP decomposition numbers are com-
puted using the estimated elasticities from our base-
line cross-sectional regression in Column (1) of Table 8
and then multiplying them by the change in input
quantity for each input. Total factor productivity is
the change in output remaining after the contribu-
tion of each factor input has been removed. These
results show that the total output in our sample has
increased, on average, by 0.25% per year because of
increases in IT labor. About half of this rise is due
to the change in the input quantity of labor, with the
remainder representing increases in multifactor pro-
ductivity as a result of the excess returns on IT labor.
Given that total change in multifactor productivity in
our sample is about 1% per year, this indicates that
IT labor alone is responsible for 22% of the improve-
ments in TFP observed over our time period. In the
next section, we turn toward exploring the effects of
endogeneity on our IT estimates.

4.2. Endogeneity
Baseline estimates from Column (1) of Table 8 are
reproduced in Column (1) of Table 12. In Columns (2)
and (3), we examine the extent to which these results
are influenced by reverse causality. Column (2) shows
estimates from the Levinsohn–Petrin (LP) estimator,
a generalized method of moments (GMM)-based esti-
mator that uses material inputs to control for the
effects of unobserved productivity shocks (Levinsohn
and Petrin 2003).18 The Levinsohn–Petrin estimate,
0.077 (t = 1100), is slightly lower than the unadjusted
cross-sectional estimate, confirming that the endo-
geneity of IT hiring imposes an upward bias on
unadjusted cross-sectional estimates of IT productiv-
ity. However, this analysis confirms two important
properties of our measure. First, the productivity
contribution of IT labor is still positive and signif-
icant, consistent with prior work. Second, despite
IT employment likely being subject to a greater endo-
geneity problem than capital because firms may be
able to adjust their employment levels more readily
than their capital stock, the effects of endogeneity are
small. Indeed, if IT employment is more subject to
endogeneity than IT capital, this result implies the

18 The LP estimator assumes that unobserved productivity shocks
affect all variable inputs. The estimation involves a two-stage
procedure where changes in materials are used to approximate the
unobserved productivity shock, which is then used as a control
variable in a productivity estimation. See Olley and Pakes (1996)
and Levinsohn and Petrin (2003) for a detailed discussion of this
general approach. Estimates were performed using the LEVPET
package for STATA.
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Table 12 Endogeneity

Baseline Levinsohn–Petrin Arellano–Bond IT labor quality IT outsourcing IT outsourcing
OLS GMM-LP GMM-AB OLS OLS OLS

DV: Value added (1) (2) (3) (4) (5) (6)

IT employment 00086 00077 00041 00078 00124 00122
4000075∗∗∗ 4000075∗∗ 4000055∗∗ 4000075∗∗∗ 4000395∗∗∗ 4000395∗∗∗

IT education 00010
4000145

IT experience −00005
4000135

IT experience2 −00005
4000135

Workforce educ 00192
4000315∗∗∗

Workforce exp 1007
4001895∗∗∗

Workforce exp2 −00248
4000415∗∗∗

IT outsourcing 00047
4000245∗

Controls Industry Industry Industry Industry Industry Industry
Year Year Year Year Year Year

N 36,273 36,305 25,626 33,889 2,217 2,217
R2 0092 0092 0085 0085

Notes. Dependent variable in all regressions is value added. Regression also includes capital, non-IT employment, one-digit SIC
industry, and year.

∗∗p < 0005, ∗∗∗p < 0001.

endogeneity bias in prior studies of IT value using the
productivity framework may be negligible.

The length of our panel also allows us to report
Arellano–Bond System GMM estimates in Column (3),
a dynamic panel estimator that uses lagged differences
as instruments to account for endogenous regressors
and was developed specifically with microproduc-
tivity measurement in mind (see Blundell and Bond
2000). The coefficient estimate on IT labor from the
Arellano–Bond estimator, shown in Column (3) of
Table 10, is 0.041 (t = 802), slightly larger than the fixed
effects estimate but lower than the OLS estimates. This
appears reasonable because the Arellano–Bond esti-
mator is essentially an optimally weighted average of
the regression in levels and the first difference regres-
sion (similar to fixed effects) simultaneously estimated
by instrumental variables, so we would expect the esti-
mates to fall between the fixed effects and OLS results.

Our data are also uniquely positioned to address
other endogeneity concerns present in the IT value
literature. In Column (4), we examine whether dif-
ferences in IT skill composition explain IT returns.
We include controls for the education and experience
of the IT workforce as well as the education and
experience of the firm’s total workforce. Education
is computed from the self-reported education levels
of the IT workers in our sample. Experience levels
for an IT worker in a particular year are estimated

based on adjusting backwards self-reported IT experi-
ence levels from 2006, assuming full employment dur-
ing the interim period. Similar education and expe-
rience measures were developed for the firm’s total
workforce (IT and non-IT). Because of the scarcity
of firm-level human capital data, these data repre-
sent a rare opportunity to include both IT and work-
force measures in a single regression, allowing us to
test whether the IT coefficient reflects higher educa-
tion levels or other similar attributes. The estimates
on IT education and experience are not significantly
different from zero. The estimates on workforce edu-
cation and experience are significant and positive,
and the estimate on the experience square term is
negative, suggesting that productivity is increasing
with experience, but at a diminishing rate. Notably,
however, including these measures somewhat lowers
the estimated IT elasticity, but by a relatively small
amount, from 0.086 to 0.078. Therefore, higher pro-
ductivity levels associated with IT investment do not
appear to be reflecting differences in IT labor quality.

Finally, in Columns (5) and (6), we test how IT out-
sourcing affects our IT productivity estimates. One
concern is that the marginal product of IT would be
overestimated if firms outsourced their IT functions—
they would receive the full output benefit of IT invest-
ment, but the resources producing this output would
not appear as IT expenditure, thus appearing to cre-
ate excess marginal product. Although these analyses
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have been done before, the limited size of IT panels
meant that there was often insufficient sample size
to get reliable estimates once outsourcing data were
matched to IT data. We incorporate recent survey data
from more than 200 firms indicating the percentage of
their IT budgets dedicated to IT outsourcing. In Col-
umn (5), we report baseline estimates from the smaller
sample of firms for which IT outsourcing data are
available. Firm size from the outsourcing sample is
considerably larger than the average firm in our sam-
ple, reflected in the higher estimated output elasticity
of 0.122 (t = 3018). It is noteworthy, however, that this
estimate changes little when we include IT outsourc-
ing levels into our production function, so persistent
excess returns to IT spending do not appear to be
caused by IT outsourcing.19

4.3. Time, Size, and Industry Subsamples
In Figure 3, we report results from tests of whether
IT returns have diminished after firms completed
large waves of investment in business process reengi-
neering in the 1980s and 1990s. We report results from
three subsamples: 1987 to 1994, corresponding to the
most accurate years of the CITDB and the basis of
prior results (e.g., Brynjolfsson and Hitt 2003); 1995 to
1999, the years corresponding to the height of the dot-
com boom; and 2000 to 2006. Breaking the sample into
these periods allows for direct comparability with ear-
lier results where available and isolates the effects that
the dot-com boom may have on our estimates. In Col-
umn (1), we show that the elasticity from 1987 to 1994
using our data is 0.053. Prior estimates for this period
are in the vicinity of 0.04, and the differences between
our estimates and prior estimates can almost entirely
be explained by lower measurement error in our data.
These elasticity estimates steadily rise (Columns (2)
and (3)), reflecting greater IT investment, and dou-
ble in size in the 2000–2006 period. Moreover, the
associated marginal product also appears to be ris-
ing in successive time periods, suggesting that not
only have investment levels in IT been rising but also
that each dollar of IT spending contributes more to
overall productivity. Thus, we find no evidence that
information technology has contributed less over the
post-dot-com era than it had previously, at least for
publicly traded firms.

We also compare IT returns between the very
large firms that have formed the basis of most prior
firm-level IT productivity research and smaller firms.

19 This analysis also suggests there may be a positive productivity
benefit of outsourcing, which would be consistent with firms’ real-
izing the same level of IT services quality at lower cost. However,
further analysis and data may be needed to establish this defini-
tively because outsourcing firms are larger than and may differ in
other ways from nonoutsourcing firms, and the coefficient on out-
sourcing is only marginally significant.

Figure 3 Gross Marginal Product of Computer Personnel by Time
Period
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(1) (2) (3)

Time period 1987–1994 1995–1999 2000–2006

IT employment 0.053 0.073 0.110
Std. error (0.012)∗∗ (0.010)∗∗ (0.009)∗∗

Marginal product 195.6 273.0 442.7
N 8,547 10,523 17,235

Notes. In thousands of dollars of value added per IT employee. Robust stan-
dard errors shown in parentheses. Regressions are from baseline model
in Column (1) of Table 10 and include controls for year and one-digit SIC
industry. The hypothesis that OLS estimates across time periods are equal
is rejected at the p < 00001 level 4F 421417305 = 14095. Level estimates are
shown by time period.

∗∗p < 0005.

In Figure 4, we compare the contributions of com-
puter capital to the productivity of Fortune 500 firms
and non-Fortune 500 firms.20 Although all of our
firms are fairly large, there is a considerable differ-
ence in size between the two subsamples: our For-
tune 500 firms have an average value added of $2.4
billion, but for our non-Fortune 500 firms, the com-
parable figure is $526 million. Our estimates suggest
that gross marginal product is significantly greater for
Fortune 500 firms than for smaller firms. This differ-
ence in elasticity is significant (t = 4031 p < 00001). This
difference is almost entirely due to a larger elasticity
of IT labor in large firms rather than differences in
investment levels (which are about the same, relative
to size). Fortune 500 firms appear to receive more
than double the benefit from the marginal IT dol-
lar. Our results suggest that although IT is produc-
tive for both large and moderate size firms, returns
to IT may vary substantially across firms of differ-
ent sizes. There may be a number of explanations for

20 Data on Fortune 500 membership are taken from the Compustat
database. We identify a firm as belonging to the Fortune 500 if the
firm appears in the Fortune 500 in any year between 1987 and 2006.
Thus, our Fortune 500 identifier is meant primarily to distinguish
a firm type as opposed to literally being in the Fortune 500 in an
arbitrarily chosen year.
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Figure 4 Gross Marginal Product of Computer Personnel by Firm Size
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F500 Non-F500 F500 Non-F500
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OLS OLS FE FE

IT employment 0.126 0.077 0.022 0.033
Std. error (0.017)∗∗ (0.008)∗∗ (0.006)∗∗ (0.005)∗∗

Marginal product 530.5 258.9
N 10,533 25,772 10,533 25,772

Notes. In thousands of dollars of value added per IT employee. Regressions
are from baseline model in Column (1) of Table 10 and include controls for
year and one-digit SIC industry. The hypothesis that the OLS coefficients
are equal across samples in (1) and (2) is rejected at the p < 00001 level
(t = 4031).

∗∗p < 0005.

Figure 5 Changes over Time in Gross Marginal Product of Computer Personnel in Firms of Different Sizes
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F500 Non-F500 F500 Non-F500 F500 Non-F500
Sample (1) (2) (3) (4) (5) (6)

Years 1987–1994 1987–1994 1995–1999 1995–1999 2000–2006 2000–2006

OLS IT coefficient 0.037 0.044 0.103 0.031 0.126 0.062
Std. error (0.015)∗∗ (0.013)∗∗∗ (0.020)∗∗∗ (0.010)∗∗∗ (0.020)∗∗∗ (0.016)∗∗∗

Marginal product 145.7 135.9 442.0 92.0 546.1 225.6
FE IT coefficient 0.013 0.042 0.027 0.038 0.049 0.043
Std. error (0.008)∗ (0.011)∗∗∗ (0.013)∗∗ (0.010)∗∗∗ (0.012)∗∗∗ (0.010)∗∗∗

N 3,650 4,897 2,859 7,664 4,024 13,211

Notes. In thousands of dollars of value added per IT employee. Reported OLS value is coefficient estimate on log(IT employment) in OLS productivity regres-
sions that also include logged values of capital, non-IT employment, one-digit SIC industry, and year as independent variables. Reported FE value is coefficient
estimate on log(IT employment) in FE productivity regressions that also include logged values of capital, non-IT employment, one-digit SIC industry, and year
as independent variables.

∗p < 0010, ∗∗p < 0005, ∗∗∗p < 0001.

this finding, including that enterprise systems (e.g.,
SAP) are disproportionately employed in larger firms
and have significant effects on productivity (Hitt et al.
2002) or simpler arguments such as economies of scale
in IT purchasing or deployment. Our estimates in
Columns (3) and (4), however, provide some evidence
for the first interpretation because the reduction in the
size of the large firms’ estimate after including fixed
effects suggests that much of the difference in coef-
ficient estimates between the two subsamples may
be associated with slow changing IT-related organiza-
tional practices.

To shed some additional light on the nature of
these differences, we further break down these results
by time period in Figure 5. Both the marginal prod-
uct and elasticity of IT investment for midsize and
large firms are comparable between 1987 and 1994.
However, these values begin to diverge in subse-
quent years, with the elasticity and marginal prod-
uct of IT becoming much greater for large firms after
1995 and through 2006. In the later time period, the
marginal product of IT investment in large firms is
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more than double that of smaller firms. However, as
with the above pattern of estimates, these differences
disappear after including fixed effects, suggesting
that much of this IT-related value is associated with
time-invariant firm attributes that are correlated with
IT inputs, such as investments in IT-related intan-
gible assets. The observed pattern of estimates also
suggests that IT returns may be slower to material-
ize in large firms if large firms require more time
to make complementary organizational investments.
We explicitly test this in the next section.

Given that we have a very long (20-year) panel,
fixed effects estimates may not provide a suitable
control for idiosyncratic firm characteristics that may
evolve over time. In Table 13, therefore, we report a
number of estimates using one-period and longer dif-
ferences. In addition to providing the same control
for firm-specific effects as a fixed effects analysis,
the coefficient estimates at varying difference lengths
can be interpreted as a comparison of the short run
(first differences) versus long run (three-year or more
differences; see Bartelsman et al. 1994). Longer dif-
ferences may also be less subject to biased estimates
from measurement error (Greene 1993). Columns (1)
and (2) show the differenced estimates in the CITDB
sample and in Fortune 500 firms. The results are
similar to those from earlier research using compa-
rable samples (Brynjolfsson and Hitt 2003)—the out-
put contribution of IT appears to be greater over
longer difference lengths, which is consistent with
the idea that firms require time to install organi-
zational practices that complement IT investments.
In Column (3), we show results for non-Fortune
500 firms, and in Column (4), we show differences

Table 13 Estimates with Varying Difference Lengths

(1) (2) (3) (4) (5) (6)

F500 Smaller All F500 F500
DV: Value added CITDB firms firms firms ≤1998 >1998

1 Year differences 00027 00017 00052 00044 00016 00020
4000095 4000065 4000075 4000065 4000065 4000125

2 Year differences 00020 00020 00040 00035 00012 00035
4000095 4000075 4000085 4000065 4000085 4000125

3 Year differences 00021 00025 00037 00033 00017 00039
4000095 4000085 4000085 4000075 4000095 4000135

4 Year differences 00027 00028 00038 00035 00015 00047
4000105 4000085 4000095 4000075 4000105 4000145

5 Year differences 00030 00023 00033 00030 00018 00035
4000125 4000095 4000095 4000075 4000115 4000145

6 Year differences 00033 00024 00039 00035 00023 00032
4000135 4000105 4000105 4000075 4000125 4000145

7 Year differences 00035 00028 00038 00036 00024 00035
4000155 4000115 4000115 4000085 4000135 4000155

Notes. Each cell corresponds to a separate productivity regression. The reported value is the coefficient estimate on
log(IT employment) in productivity regressions that also include logged values of capital, non-IT employment, one-digit SIC
industry, and year as independent variables.

results from the complete sample of firms. Unlike the
results in Columns (1) and (2), the output contribu-
tion of IT does not grow over time in samples that
include smaller firms. Rather, IT returns are signif-
icant and positive using this difference specification
for all firms, but they appear to be slightly higher
over one-year differences than for seven-year differ-
ences. The absence of growth in output contribution
over long differences is consistent with the interpre-
tation that IT adjustment costs are smaller in smaller
firms. A comparison of the long and short difference
results also supports our prior assertion that the coef-
ficients are not appreciably biased by measurement
error. If measurement error were substantial, the long
difference results would be considerably larger than
the short difference results. This provides additional
evidence that our IT labor variable has desirable mea-
surement properties.

In Columns (5) and (6), we separate the results
using Fortune 500 firms into seven-year periods of
1991–1998 and 1999–2006. The results from the ear-
lier time period show a more consistent rise in output
contribution than the results in Column (1) and are
close to comparable estimates in earlier research using
CITDB data (Brynjolfsson and Hitt 2003). The evi-
dence in the latter time period shows more consistent
returns that do not appear to grow over time, sug-
gesting that the timing delays because of the develop-
ment of organizational complements may play a less
important role than they did in earlier decades.

In Figure 6, we show marginal product by one-
digit North American Industry Classification System
(NAICS) economic sector. The one-digit sector level
conceals a great deal of heterogeneity at finer
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Figure 6 Gross Marginal Product of Computer Personnel by Sector
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Sector IT coefficient Std. error Marginal product N

Construction –0.165 0.200 –656.1 37
Nondurable manufacturing 0.083 0.011∗∗ 314.4 11,142
Durable manufacturing 0.032 0.015∗∗ 173.7 6,383
Transportation and utilities 0.006 0.014 29.0 3,458
Wholesale trade 0.059 0.041 196.4 1,506
Retail trade 0.067 0.023∗∗ 222.6 3,670
Financial services –0.006 0.039 57.3 2,345
Nonfinancial services 0.151 0.015∗∗ 266.3 7,764

Notes. In thousands of dollars of value added per IT employee. Robust standard errors shown. The hypothesis that the coefficient estimates across sectors
are equal is rejected at the p < 00001 level (F 47417305 = 4091) Regressions are from baseline model in Column (1) of Table 10 and include controls for year
and one-digit SIC industry.

∗∗p < 0005.

industry levels but is chosen to facilitate direct
comparisons with prior work. Brynjolfsson and Hitt
(1996) present some evidence suggesting higher
returns in computer-producing industries and in
firms outside the service sector but do not have the
sample size required to produce significant results
when the data is subdivided by industry. Our esti-
mates are significant and provide evidence that infor-
mation technology spending has had a greater impact
in manufacturing sectors than in service sectors and
that within manufacturing, computer capital pro-
duces the most value added in nondurable manufac-
turing.21 This is inconsistent with a disproportionate
return in computer-producing firms, which are con-
centrated in durable manufacturing. The chart does
not show estimated returns in mining/construction
and finance, although we report them in the accompa-
nying table. The estimation difficulties in finance and
mining are consistent with earlier work (Brynjolfsson
and Hitt 1996) and are potentially the result of output
measurement problems in finance and small sample
sizes in mining.

21 IT returns are significantly higher for computer-producing indus-
tries in the broader sample, but we cannot reject the hypothesis that
returns for computer-producing industries within manufacturing
are equal to IT returns for other manufacturing industries.

5. Discussion
The importance of collecting new data for measur-
ing the digital economy has been identified as a key
theme for advancing research on technology and pro-
ductivity (Haltiwanger and Jarmin 2000, Mesenbourg
and Atrostic 2000, Atrostic et al. 2001). In this analysis,
we report a number of new findings about IT pro-
ductivity enabled by the development of new, firm-
level measures of IT expenditures based on a large
IT employment sample. These measures have a num-
ber of desirable properties, including the availability
of large samples both in cross section and in time
series, relatively low measurement error, compara-
bility with prior measures, and their extension into
recent time periods.

First, the length of the panel allows us to use new
estimators from the microproductivity literature to
establish that IT productivity results appear to suffer
from a relatively small endogeneity bias. Because of
the difficulty in finding clean instruments, the endo-
geneity question has been persistent in the IT pro-
ductivity literature, making it difficult to make causal
interpretations about existing IT productivity esti-
mates; although new estimators have become avail-
able that address these issues, they require longer
panels. Our findings from using these estimators sug-
gest that although higher productivity levels are likely
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to have a reverse effect on IT spending, this has a lim-
ited effect on IT productivity estimates; they also sug-
gest bounds for the effects of endogeneity on IT pro-
ductivity estimates.

Second, we address some important limitations
imposed by sample restrictions in earlier IT data.
We showed that the productivity benefits of IT have
persisted after the dot-com bust and in fact appear
to be higher now than in previous periods, espe-
cially in larger firms. Furthermore, because our sam-
ple includes midsized public firms, we could test the
hypothesis that the long-run contribution of IT invest-
ment is different in large firms. Namely, an important
reason for the rising levels of IT value after 2000 is
continued growth in large firms. This finding is con-
sistent with the hypothesis that IT-related intangibles
take longer to develop in larger firms and that over
the last decade large firms have continued to build
valuable IT-related intangibles.

The literature on differences in IT productivity in
smaller firms is still developing and deserves further
attention.22 For managers in firms of all sizes, these
results have implications for the pattern of IT returns
that they can expect over time. Higher adjustment
costs in large firms suggest that the payoff from
enterprise-wide IT investment takes longer to mate-
rialize in large firms. Further unpacking the detailed
mechanisms behind these size-related differences in
IT productivity provides scope for future research.
These findings also have both managerial and pol-
icy implications for industrial organization. Higher
IT returns in large firms signal rising barriers to entry
for smaller firms. There is some emerging evidence
of this in the literature—using industry-level data,
Saunders (2010a) finds that higher IT intensity in an
industry is associated with more large-firm expansion
relative to small entry and that IT intensive industries
tend to be more concentrated in large firms. Greater
returns to IT investment for larger firms have implica-
tions for managers interested in understanding scale-
based sources of advantage in their industries.

Although there are a number of limitations to
our data, including possible differences between our
observed population and the broader population of
IT workers, none of our tests thus far suggests that

22 Somewhat in contrast to our findings, a recent study finds that
the link between computer networks and labor productivity is
stronger in smaller manufacturing plants than in larger ones and
that IT investment has a negative effect on the productivity of large
plants (Hyatt and Nguyen 2010). There are a number of explana-
tions for the differences between these two findings. The higher
IT returns we attribute to large firms are not captured until the
later part of the panel, which postdates much of the Hyatt and
Nguyen sample that is based on 1999 data. Second, a plant-level
analysis does not capture some of the IT benefits that would be cap-
tured by large firms, such as superior coordination among multiple
establishments.

these differences are material either for the absolute
levels of the measures or how they perform in pro-
ductivity regressions. There is some indication that
the workers we observe are more likely to change jobs
than other workers, but this can only introduce bias if
this behavior is idiosyncratic to specific IT workers at
specific firms. However, as we and other researchers
employ these measures, their advantages and limi-
tations in other modeling frameworks may become
more apparent.
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