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The measurement of the impact of IT spillovers on productivity is an important emerging area of research.
Studies of IT spillovers often adopt a “production function” approach commonly used for measuring R&D

spillovers, in which an external pool of IT investment is modeled using weighted measures of the IT investments
of other firms, industries, or countries. We show that when using this approach, measurement error in a firm’s
own IT inputs can exert a significant upward bias on estimates of social returns to IT investment. This problem
is particularly severe for IT spillovers because of the high levels of measurement error in most available IT
data. The presence of the bias term can be demonstrated by using instrumental variable techniques to remove
the effects of measurement error in a firm’s own IT inputs. Using panel data on IT investment, we show
that measurement error corrected estimates of IT spillovers are 40% to 90% lower than uncorrected estimates.
This bias term is increasing in the correlation between the IT pool and firms’ own IT investment. Therefore,
estimates from models of spillover pools are less sensitive to the issues identified in this paper when the
spillover paths minimize the correlation between a firm’s own IT investment and the constructed external
IT pool. Implications for researchers, policy makers, and managers are discussed.
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1. Introduction
Understanding the relationship between IT and pro-
ductivity has been an important area of economic
research for several decades. Although most prior lit-
erature has focused on the productivity of a firm’s
own IT investments, many researchers are shift-
ing attention toward estimating social returns (i.e.,
“spillovers”) from IT investment, both in the United
States and abroad (Dedrick et al. 2003, Van Reenen
et al. 2010). To assess the contribution of IT spillovers
to productivity and growth, a common empirical
strategy is to embed the aggregate pool of external
IT investment from which a firm captures productiv-
ity spillovers into a production function, along with
conventional inputs and a firm’s own IT investment
levels. This approach is derived from a large and
influential literature focused on estimating the impact
of R&D spillovers on productivity (e.g., see Griliches
1992). A survey of the IT spillovers literature revealed
more than 30 recent papers—of those that measure
the contribution of IT spillovers to productivity, all
but four use a variant of this approach.1

1 Recent papers discussing IT-related spillovers include Quah 2001;
Mun and Nadiri 2002; Stiroh 2002; Dedrick et al. 2003; Van der
Wiel and Van Leeuwen 2003; Gelb et al. 2003; Ganley et al. 2003;
Nguyen and Atrostic 2004; Rincon-Aznar and Vecchi 2004; Lee and

This paper demonstrates that the application of
this empirical framework to the IT context can pro-
duce estimates that significantly overstate the size
of IT spillovers. It focuses on a form of the errors-
in-variables problem in which measurement error is
present in a firm’s own IT capital investment, and the
external pool is modeled by aggregating the IT invest-
ments of other firms. It is well known that when
there is measurement error in the IT input, estimates
of the productivity of a firm’s own IT investments
will be biased toward zero. Because of (a) the prob-
lems with measuring and valuing IT and (b) the
importance of accurately measuring the contribution
of IT to productivity, this measurement problem has
occupied a central role in the empirical literature
on the productivity of IT investments (Brynjolfsson
1993, Barua et al. 1995, Hitt and Brynjolfsson 1996,
Greenan and Mairesse 1996, Barua and Lee 1997,
Brynjolfsson and Hitt 2003). However, because the

Guo 2004; Daveri and Silva 2004; Dutta and Otsuka 2004; Becchetti
and Adriani 2005; O’Mahoney and Vecchi 2005; Tanuwidjaja 2006;
Cheng and Nault 2007; Park et al. 2007a, b; Barker et al. 2008;
Gholami et al. 2009; Chou et al. 2009; Lopez-Pueyo et al. 2009;
Venturini 2009; Zhang and Lee 2009; Acharya and Basu 2010;
Chang and Gurbaxani 2010; Han et al. 2011; Severgnini 2010;
Van Reenen et al. 2010; Cheng and Nault 2011; Kooshki and Ismail
2011; Tambe and Hitt 2014; and Huang et al. 2012.
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external IT pool measure is often highly correlated
with firms’ IT investments, measurement error can
result in a significant upward bias being transmitted
to the IT spillover coefficient. The transmitted bias
is especially large when the IT pool is highly cor-
related with the firms’ own IT inputs. For example,
an IT pool constructed from the investments of other
firms within the same industry tends to be highly
correlated with a firm’s own IT investments because
firms within an industry share common opportunity
and factor costs and often make similar investments.

This problem is particularly serious because of the
measurement error in most available IT data that
even in the most commonly used data sets has been
estimated to be as high as 30% to 40% of the total
measure variance (Brynjolfsson and Hitt 2003, Tambe
and Hitt 2012). Relative to data on R&D expen-
ditures, which captures a larger fraction of R&D
spending, most IT data capture a small fraction of
total IT expenditures, which in addition to hard-
ware expenses can include organizational restructur-
ing, software, IT wages, and training. This paper
demonstrates the effects of this measurement error on
IT spillover estimates by removing the measurement
error from IT capital or by constructing spillover mea-
sures less subject to measurement error biases.

The classic approach to removing measurement
error involves the use of instrumental variables (IV),
in which measurement error in the instrument is
uncorrelated with measurement error in the primary
measure. In this study, we use alternative measures
of IT investment to remove measurement error in the
IT measure and demonstrate the effects of this source
of bias on our IT spillover estimates. After correcting
measurement error in the IT input, the magnitudes of
our IT spillover estimates fall by 40% to 90% in both
cross-sectional and panel estimates.

We also consider how different modeling choices
affect the size of the bias term produced by IT mea-
surement error. The bias term is increasing in the size
of the measurement error in the IT input and in the
covariance between a firm’s own IT investment and
the constructed IT pool, and it is decreasing in the
variance of the IT pool. The use of different types
of transmission path data to construct the spillover
pool can either decrease or increase the size of the
bias term, depending on whether the use of these
data reduces or increases the covariance between
the IT pool and measures of own IT investment.
This is noteworthy because unlike R&D spillovers,
which tend to flow between technologically similar
firms, IT-related innovations are likely to spill across
industry boundaries through a variety of mechanisms
because of the “general-purpose” nature of informa-
tion technology. We show that the size of the bias term
is sensitive to whether the particular transmission

path under investigation reduces or increases the cor-
relation between the spillover measure and a firm’s
own IT investment. When researchers do not benefit
from observable linkages that describe the direction
of spillovers, they often use IT spillover models with
undefined pathways that we show are also highly cor-
related with own IT expenditures and therefore vul-
nerable to the transmission of bias.

These issues are important for a number of reasons.
The measurement of IT spillovers has been identified
as a promising area for future research because accu-
rate estimates are critical for developing a thorough
understanding of how IT affects growth (Dedrick
et al. 2003, Van Reenen et al. 2010). As an economic
externality, IT spillovers are an issue of special interest
to economists and policy makers. For example, in sec-
tors where IT spillovers are economically important,
policy makers may consider applying public funds
to stimulate growth. Accurate estimates of the sizes
of spillovers produced by IT investments are a pre-
requisite for effectively allocating these subsidies, and
subsidies based on inflated estimates of IT spillovers
will not have the desired effects. Establishing the
size of IT spillovers also has implications for under-
standing variation in IT returns and the allocation of
IT value among firms, both of which are of interest
to IT researchers and managers.

The paper contributes to a large and established lit-
erature on the measurement of IT productivity. Over
the past two decades, the IT productivity literature
has benefited greatly from studies that examine how
modeling and measurement decisions affect estimates
of IT value (some notable examples are Barua et al.
1995, Mooney et al. 1996, Barua and Lee 1997, Hitt
and Brynjolfsson 1996, Chan 2000, Santhanam and
Hartono 2003, Zhu and Kraemer 2003, Devaraj and
Kohli 2003, Brynjolfsson and Hitt 2003, Burton-Jones
and Straub 2006). This paper is in the same spirit but
is among the first to be focused on issues related to
the measurement of social rather than private returns
to IT investments. Given the broad difficulties that
researchers have faced measuring R&D spillovers,
this is likely to be a fertile topic—in fact, recent and
influential papers in the management and economics
literature have focused on the challenges associated
with accurately estimating R&D spillovers (Breschi
and Lissoni 2001, Knott 2008, Knott et al. 2009, Bloom
et al. 2011). However, to the best of our knowledge,
this paper is the first to focus on measurement prob-
lems for IT spillovers and is the first to focus on this
particular source of measurement-error related bias in
either the IT or R&D context.

2. Background Literature
One of the primary challenges faced by IT value
researchers has been the lack of robust, consistently

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

16
5.

12
3.

34
.8

6]
 o

n 
09

 J
an

ua
ry

 2
01

5,
 a

t 1
6:

16
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



Tambe and Hitt: Measuring Information Technology Spillovers
Information Systems Research 25(1), pp. 53–71, © 2014 INFORMS 55

available measures of IT investment. Unlike data on
R&D investments, regularly collected samples of firm-
level IT data have been difficult to obtain. Instead,
researchers have based IT productivity studies on ad
hoc data sets that are incomplete or available only
over short time periods. For example, researchers
have used IT capital stock data collected by market-
ing firms (Dewan and Min 1997, Brynjolfsson and
Hitt 2003), IT employment data collected through sur-
veys (Lichtenberg 1995, Brynjolfsson and Hitt 1996),
IT asset allocations collected from managerial surveys
(Bharadwaj 2000, Aral and Weill 2007, Saunders 2010,
Mithas et al. 2011), and IT labor data from archival
sources (Tambe and Hitt 2012). Most of these data
sources—for example, estimates of IT capital stock
from managerial surveys—contain significant errors
because of the difficulties associated with estimat-
ing and valuing IT capital stock (Brynjolfsson 1993,
Dedrick et al. 2003).

IT assets are difficult to measure for several rea-
sons. First, because of the widespread use of infor-
mation technologies within the firm, a large fraction
of IT hardware purchases may be transacted without
the knowledge of IT personnel, making it difficult for
an IS manager to assess the total value of computer
capital stock in the firm. Second, rapid changes in the
quality-adjusted pricing of computer hardware have
made it difficult to accurately estimate the value of
information technologies within the firm. This prob-
lem is further aggravated because IT assets can dif-
fer along many intangible dimensions, and assigning
values to all of these can be difficult (Brynjolfsson
and Hitt 2000). Finally, a considerable portion of the
value created by IT, such as the creation of software,
IT-enabled business processes or databases, is not
recorded by conventional measurements of IT capital
stock, but may represent a large fraction of a firm’s
IT investment. To the extent that the ratio of hard-
ware to these types of IT assets varies across firms,
further measurement error is introduced. Brynjolfsson
and Hitt estimate that in the CITDB IT capital stock
data set, probably the largest and most widely used
data set for IT productivity research, the error vari-
ance may be as large as 30% to 40% of the total mea-
sure variance (Brynjolfsson and Hitt 2003).

This type of IT measurement error exerts a down-
ward bias on estimates of the productivity of
IT investments, which is one reason that it proved
difficult for many years to provide evidence of pos-
itive returns to IT investment (Brynjolfsson 1993).
Because of the important role played by IT measure-
ment error in the IT “productivity paradox,” contri-
butions related to modeling and measurement error
have played a key role in advancing the IT productiv-
ity literature (Barua et al. 1995, Greenan and Mairesse
1996, Barua and Lee 1997, Hitt and Brynjolfsson 1996,

Brynjolfsson and Hitt 2003). To address the effects of
measurement error on IT estimates, researchers have
used several different approaches, including using
long differences to reduce the effects of random mea-
surement error (Brynjolfsson and Hitt 2003), using
instrumental variables to correct measurement error
(Tambe and Hitt 2012), restricting the sample to a
homogeneous set of firms (Barua and Lee 1997), and
using statistical models of measurement error to cor-
rect biased estimates (Greenan and Mairesse 1996).
In general, these studies find that correcting or reduc-
ing measurement error significantly raises the esti-
mated returns to IT investment, as predicted by the
classic errors-in-variables framework.

Because the IT productivity paradox has largely
been resolved through the use of better data and
improved methods, some of the attention in the
IT value literature has turned toward estimating
social returns to IT investment, which has been iden-
tified as an important area for future research and is
necessary for developing a full understanding of how
IT investments affect growth (Dedrick et al. 2003).
Firms may derive benefits from the IT investments
of other firms through mechanisms that facilitate the
transfer of know-how related to new technologies,
standards, and practices. Given the uncertainty and
costs associated with matching new work practices to
new technologies, it may be easier for firms to imi-
tate other firms when adopting new IT-enabled pro-
duction methods rather than having to discover the
right combinations of practices on their own through
trial and error (Brynjolfsson and Hitt 2000). Other
potential sources of IT externalities include bene-
fits derived from networked applications that enable
superior coordination with other firms including sup-
pliers and customers (Cheng and Nault 2007, 2011).
The productivity benefits derived from rising levels of
external IT investment, therefore, may be substantial
and may have important implications for explaining
a firm’s own productivity as well as other economic
phenomena such as regional variation in IT adoption
and IT returns (Forman et al. 2005).

The literature providing econometric evidence of
IT spillovers, however, is in its relative infancy. It has
primarily used methods derived from the literature
on R&D spillovers in which researchers embed a mea-
sure of the public R&D pool into a production func-
tion along with other factors of production to estimate
how much the public pool of R&D knowledge con-
tributes to productivity. However, even for estimat-
ing R&D spillovers, where investment data are more
systematically and comprehensively collected, the
circumstantial nature of the approach presents a num-
ber of econometric challenges. Surveys of the empir-
ical R&D spillovers literature demonstrate significant
variation in R&D spillover estimates (Griliches 1992,

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

16
5.

12
3.

34
.8

6]
 o

n 
09

 J
an

ua
ry

 2
01

5,
 a

t 1
6:

16
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



Tambe and Hitt: Measuring Information Technology Spillovers
56 Information Systems Research 25(1), pp. 53–71, © 2014 INFORMS

Nadiri 1993), and these surveys emphasize the impor-
tance of better data and techniques for creating more
accurate estimates of R&D spillovers. Concerns about
the interpretation of R&D spillover estimates have
also motivated a recent literature focused on the
limitations of the production function approach for
assessing the contributions of R&D spillovers to pro-
ductivity and growth (Breschi and Lissoni 2001, Knott
2008, Knott et al. 2009, Bloom et al. 2011). These stud-
ies have focused attention on how differences in the
way R&D spillover pools are measured and modeled
can lead to large differences in estimates as well as on
the importance of using data on the microfoundations
of knowledge diffusion to improve the accuracy with
which spillovers can be studied.

Like R&D spillovers, IT spillovers also have impor-
tant implications for growth policy and strategic deci-
sion making and therefore merit the same attention to
factors that affect the accuracy of estimates. Although
the measurement of IT spillovers shares many econo-
metric challenges in common with the measurement
of R&D spillovers, the issues with measuring and
valuing IT have been a longstanding problem in the
IT literature and introduce unique difficulties for the
measurement of IT spillovers. In the next section,
we analytically demonstrate why IT measurement
error—which led to understated IT estimates in the
earlier IT productivity literature—may lead to inflated
estimates of IT spillovers.

3. Analysis
3.1. Framework
We begin by describing the production function
approach commonly used for estimating the relation-
ship between productivity and external IT invest-
ments, motivated by the literature on the productivity
of R&D spillovers. The basic framework, pioneered by
Griliches (1979), relates a firm’s output to conventional
inputs (Xit), its own investments in the knowledge-
generating asset (Kit), aggregate investment in the
industry (Kat), and total factor productivity (B):

Yit = BX1−�
it K�

itK
�
at0 (1)

The productivity of a firm depends not only on its
own investment in the knowledge-generating asset
but also on investments in the knowledge-generating
asset that are external to the firm. Implicit in this
model are “transmission paths” through which firms
capture productivity benefits from the investments
of other firms. For example, know-how from other
countries may spill in through trade or foreign direct
investment, and firm-level productivity spillovers
may occur through the transfer of knowledge from
patent disclosures, supplier innovations, competitor

analyses, interfirm employee movements, customer
collaborations, product market interaction, or other
types of network linkages. Proxies for transmission
path strength, such as geographic proximity, may also
be informative about the direction and strength of
knowledge flow between institutions.

Variants of this model have been widely used with
a variety of different dependent variables. For exam-
ple, a firm’s own IT investments and the aggre-
gated investment of other firms in the industry have
been tested against observable measures of innova-
tion, such as patent counts, market value, firm sales,
R&D investment, Tobin’s q, or combinations of these
measures as dependent variables.2 In this paper, we
focus on estimating the contribution of spillovers at
the firm level, and we emphasize results based on
this production framework. Our results, however, are
also applicable to studies at more aggregate levels,
especially in contexts in which input measurement is
subject to significant error. In this paper, following the
most common approach, we analyze a Cobb-Douglas
specification in which output (Y ) at time t of firm i in
industry j is related to conventional inputs (capital C
and labor L), knowledge capital (K), and the aggre-
gated knowledge capital of other firms (Ka). A log-
levels version of this model can be written as follows:

yit = a4i1 j1 t5+�ccit +�llit +�kkit +�ka
kat + �it1 (2)

where lowercase variables denote logs and the coef-
ficients are output elasticities. This model forms the
basis of much of the empirical work that appears in
the literature and in the rest of this paper.

3.2. Errors-In-Variables Bias
The biases discussed in this paper arise from measure-
ment error in inputs, and to the best of our knowl-
edge, this is the first treatment of this issue in either
an IT or R&D setting.

It is well known that measurement error in an inde-
pendent variable leads to inconsistent estimates. The
estimate of the coefficient on the mismeasured vari-
able is biased toward zero (the “attenuation bias”),
and this bias can be transmitted to other variables,
with the direction of the transmitted bias term deter-
mined by the variance-covariance matrix of the obser-
vations (e.g., see Levi 1973). Since spillover models
are inherently “network” models, there is likely to
be a high degree of correlation in the IT spillover
pool and own IT measures due to homophily in
networks—the link structure of the network tends
to cluster firms according to factor costs, opportu-
nities, and investment behavior. Therefore, measures
of a firm’s own investments in IT or R&D will tend

2 See, e.g., Griliches (1992) for a survey of this literature.
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to co-vary with the aggregate pool of investment in
these factors in specifications such as the one shown
in (2). For example, because firms in a given indus-
try experience similar factor costs and technological
opportunities, firms in industries with high IT inten-
sity tend also to invest heavily in IT. In these cases,
some of the bias from the mismeasured IT input will
be transmitted to the coefficient on the IT spillover
term, creating an upward bias on that coefficient.
The size of the bias term is increasing in the covari-
ance between these inputs and, because of the small
sizes of spillover estimates relative to other produc-
tion inputs, can be of the same order as the estimates
themselves. Several pathways have been commonly
used in the literature—e.g., supply chain weights,
industry weights, and trading weights—to construct
measures of IT spillover pools. Our results gener-
ally suggest an upward bias whenever a positive cor-
relation exists between own IT investment and the
spillover pool.

More formally, consider a model in which, for sim-
plicity, we assume only two inputs to production,3

own investment (xk) and the aggregate investment
of other firms that benefits the focal firm through
spillovers (xs), and suppose that the relation

y = �kxk +�sxs +� (3)

is known to hold between the true values of y1xk,
and xs . We also make standard homoskedasticity
assumptions as well as assume that E4�5 = 0, that
all variables are measured as deviations from means
(eliminating the need for a constant), and that � is
independent of both xk and xs . Furthermore, suppose
that the first independent variable, xk, is measured
with error

x∗

k = xk + �k (4)

and that xs , constructed as the weighted average of
the mismeasured input of other firms, is also mea-
sured with error

x∗

s =

j∈I4i5
∑

j 6=i

wjx
∗

jk =

j∈I4i5
∑

j 6=i

wj4xjk + �jk5= xs + �s0 (5)

Ordinary least squares (OLS) estimates can be written

p lim �̂= 4è+ì5−1è�1 (6)

3 We restrict the analysis to only these two inputs because the rela-
tionship of particular interest involves the correlations between the
two variables (IT and the industry aggregate IT measure) and mea-
surement error in the IT variable. Other factors (such as labor) may
include some error, which may also be transmitted to the spillover
estimate, but the impact is likely to be less severe because of weaker
correlations and less measurement error. Moreover, the two input
model provides the insights required to motivate the empirical
analysis while keeping complexity to a minimum.

where è is the covariance matrix of the observations
x, and ì is the covariance matrix of the error terms on
the independent variables. In our two-variable case,
this can be expanded to4

p lim

[

�̂k

�̂s

]

=
1

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5

[

�2
xk
�2
x∗
s
−�2

xkxs
�xkxs

�2
�s

�xkxs
�2
�k

�2
xs
�2
x∗
k
−�2

xkxs

]

·

[

�k

�s

]

0 (7)

The coefficient estimates on each term are a linear
combination of their true values, attenuated by mea-
surement error, and an upward bias transmitted from
measurement error in the other input.

p lim�̂k =
4�2

xk
�2
x∗
s
−�2

xkxs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�k+

4�xkxs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�2
�s
�s1 (8)

p lim�̂s =
4�2

xs
�2
x∗
k
−�2

xkxs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�s+

4�xkxs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�2
�k
�k0 (9)

When spillover values are positive, the attenuation
bias and the bias transmitted from mismeasurement
in own IT capital move in competing directions. An
analysis of the conditions under which the net effect
results in an upward bias on the spillover estimate
is presented in Appendix A. We also present numer-
ical tests indicating the parameter values required
for this net effect to turn negative. In general, the
effects of downward attenuation are smaller than the
upward bias transmitted from own IT capital in all
conditions except where the covariance between the
two variables is close to zero and the true value of
the spillover coefficient is very high relative to own
IT capital. In the conditions characterizing most exist-
ing studies on IT spillovers, the net effect is likely to
be in an upward direction. We explicitly test this in
our empirical analysis below by removing each of the
types of measurement error from the two measures to
estimate how they each impact the spillover estimate.

We also expect the bias transmitted from the
spillover coefficient to the own IT coefficient estimate
to be smaller than that transmitted to the spillover
pool because the error variance of the spillover term
is likely to be smaller than the error variance of own
IT capital because of the convexity of the weighting
terms in (5) and because most existing studies suggest
that the output elasticity of own IT capital is greater
than that of IT spillovers. Therefore, we expect the

4 The full derivation is in Appendix A. The derivation follows nota-
tional convention for measurement error proofs in a number of
econometric texts (see, e.g., Johnston and Dinardo 1997).
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second term on the right-hand side of (9) to be the
most pernicious of the biases in (8) and (9) and to
have the largest impact on the own IT and spillover
estimates. This bias term is increasing in both the
covariance between the two inputs and the error in
the mismeasured input. When there is no measure-
ment error, we recover the unity matrix, so OLS esti-
mates converge to their true values. If the two inputs
are uncorrelated, the estimates are attenuated ver-
sions of their true values, but there is no transmission
of bias from the other input. In practice, however, if
the spillover term is constructed as in (5), we expect
the two inputs to co-vary because firms collocated
in industries with high IT intensity, such as finance,
are likely to invest heavily in IT. The size of the bias
on the spillover coefficient is also decreasing in the
variance of the spillover pool. All other things being
equal, therefore, the largest bias terms will result from
spillover pools that co-vary closely with the measure
of own investment and that exhibit little variation.

The above analysis applies to cross-sectional mod-
els, but many studies use panel estimators to account
for individual effects. When using fixed-effects esti-
mators, estimates of the contribution of IT capital
stock are produced by variation in own IT investment
within a single firm at different points in time, which
tends to be smaller than the variation in IT investment
occurring across firms. Although the ultimate effect
on the estimates depends upon on the structure of
the measurement error, measurement error problems
are generally thought to be exacerbated by the use of
fixed-effects estimators (Solon 1985, Wooldridge 2001)
because in the presence of measurement error, these
estimators often decrease the “signal-to-noise” ratio
between variation in the measure and variation in
the error term (Griliches and Hausman 1986, Mairesse
1992). Random effects estimators use both cross-firm
and within-firm variation to produce estimates, so
the effects of the bias term on random-effects esti-
mates should lie somewhere in between that of OLS
and fixed-effects estimates. In our analysis below, we
demonstrate that the bias term from the OLS case
persists when using fixed-effects or random-effects
estimators.

3.3. Using Instrumental Variables to Demonstrate
Biases Caused by IT Measurement Error

Our strategy is to demonstrate the effect of the bias
term discussed in this paper by removing measure-
ment error from the own IT capital measure. The
most common method for addressing this type of
errors-in-variables problem is to use a second mea-
sure of IT investment as an instrumental variable,
where errors in this second measure are uncorrelated
with errors in the original IT investment variable
(e.g., Hausman 2001, Chen et al. 2007 provide a recent

survey of measurement error models). In our empir-
ical analysis, we discuss the alternative measures of
IT investment used in this analysis as instrumental
variables for our primary measure of IT capital as
well as why they meet the conditions necessary to
fix the errors-in-variables problem. Removing these
errors eliminates the second term in (9).5

Our approach is subject to several caveats. Diffi-
culties in producing bias-corrected estimates of the
impact of own IT investment or R&D spillovers on
productivity have been extensively documented in
the literature, and as a practical matter, finding effec-
tive instruments to deal with all of the potential
omitted variable problems for IT investments in pro-
ductivity equations has proven to be difficult (Aral
et al. 2006 discuss this issue at length). For exam-
ple, understanding the effects of unobserved orga-
nizational complements on estimates of IT produc-
tivity is a topic of ongoing interest in the academic
literature (e.g., Saunders 2010 is a recent example),
and these unobserved organizational assets are also
likely to produce an upward bias on IT spillover esti-
mates if some of these complements can generate pro-
ductivity spillovers.6 Estimating spillover effects also
raises additional econometric challenges—for exam-
ple, the well-known “reflection problem” makes it dif-
ficult to identify the parameters of interest in R&D
and IT spillover frameworks (Manski 1993).

The measurement error corrected estimates that
we report, therefore, are still subject to the other
common biases that impact IT productivity and IT
and R&D spillover estimates. These biases, however,
are likely to be present in most, if not all, existing
IT spillover estimates, so our findings can be under-
stood as improving on conventional methods being
used to estimate IT spillover effects, conditional on
these estimates being subject to other sources of bias
that are likely to be identified and treated in future
research. This approach is similar to that used by
papers in an emerging literature on econometric dif-
ficulties with estimating R&D spillovers (Knott 2008,
Knott et al. 2009, Bloom et al. 2011). These papers
generally advance the literature on R&D spillovers by
focusing on one or more difficulties with the inter-
pretation of existing R&D spillover estimates. How-
ever, the estimates in these papers are still subject to
other longstanding econometric issues with estimat-
ing R&D spillovers.

5 The spillover estimate is still likely to be attenuated, but the size of
the attenuation bias is expected to be small because of the smaller
error variance of the spillover term.
6 Directly addressing this bias in the IT spillover context is a com-
plicated and interesting issue because some subset of the IT, orga-
nization, and human capital nexus that is generally proxied for by
IT spending can generate economic spillovers, and some cannot.
This is likely to be an interesting area for future research.
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Nevertheless, recent studies suggest that the endo-
geneity bias in IT investment appears to be relatively
low (e.g., Tambe and Hitt 2012), so measurement
error related biases are likely to be among the larger
sources of bias. Moreover, the bias on the spillover
term caused by measurement error in own IT capital
is upward so it is particularly important to address
because it can lead to spurious estimates of the impact
of IT spillovers on productivity.

4. Data
4.1. Primary Data
Our primary IT data set is constructed by combining
computer stock data from Computer Intelligence Info-
Corp (CII) with financial information from Compus-
tat. Capital rental prices are provided by the Bureau of
Labor Statistics (BLS), and price deflators are obtained
from government sources. CII collects data for the
1,000 largest firms in the United States (Fortune 1000).
Our panel consists of 3,118 observations over the
eight-year period 1987–1994 after omitting firms with
incomplete data and those that had missing data other
than at the beginning or end of the measurement
period.

Sample statistics for these firms are shown in
Table 1 and the progression of how the means vary
from year to year for these firms is shown in Appen-
dix B. The firms in the sample are large, averaging
$1 billion in value-added. Within the sample, 57% of
the firms are from the manufacturing industry; 41%
from service; and 2% from mining, construction and
agriculture. Some service industries—banking and
insurance—are largely excluded because many of the
firms in these industries do not report ordinary cap-
ital stock on Compustat. Because these industries are
particularly computer intensive, the firms in our sam-
ple are somewhat less computer intensive than the
economy as a whole. Otherwise, our sample appears
to be broadly representative of large firms in the
U.S. economy, and firms in the sample account for
about 15% of total U.S. economic output over our
sample period. Correlations between key regression
variables are shown in Table 2.

Table 1 Descriptive Statistics for Key Variables

Mean Std. deviation N

Value-Added 7.06 1.11 3,118
Non-IT Capital 7.75 1.13 3,118
Labor 6.48 1.11 3,118
IT Capital (CII) 2.87 1.46 3,118
IT Pool 3.58 0.72 3,118
IT Capital (IDG) 1.33 2.03 1,013
IT Labor 5.66 1.32 1,626

Note. All variables are in logs.

4.2. Data for Instrumental Variables
To test the hypothesis that measurement error in own
IT capital produces an upward bias in IT spillover
estimates, we remove the measurement error from
own IT capital by using alternative measures of
IT capital stock as instrumental variables. The first
alternative IT measure was collected from the mar-
keting research firm International Data Group (IDG).
To remove the effects of measurement error in our
primary IT capital measure, the measurement error
in the IDG-provided instrumental variable must be
uncorrelated with the measurement error in our
IT capital stock measure as provided by CII. The
independence of the error terms of these two dif-
ferent measures derives from the different methods
through which these two market research firms value
IT capital.

CII conducts surveys to track specific pieces of com-
puter equipment at the site level and interviews infor-
mation systems managers, at intervals ranging from
monthly to annually, to obtain detailed information
on a site’s IT hardware assets. The interview pro-
cess includes checking on hardware reported in pre-
vious interviews to make accurate comparisons. CII
assesses the market value of each piece of hardware
and aggregates the numbers to form a measure of
total hardware use at the firm. As mentioned above,
these valuation data omit software, stored data, infor-
mation system staff, and telecommunications equip-
ment. Market valuation is performed by a proprietary
algorithm developed by CII that takes into account
market-based rental prices and machine configura-
tions in determining an estimate.

IDG, by comparison, uses very different methods
to collect its data. IDG surveys a single officer in the
firm. The officer is asked to report the “market value
of central processors” and the PCs and terminals in
that firm. The number of PCs and terminals is multi-
plied by an estimated value, determined by the aver-
age nominal PC price over 1989–1991 in Berndt and
Griliches’ (1990) study of hedonic prices for comput-
ers. Thus, both of these approaches include poten-
tial sources of error. However, because the CII data
is collected at the site level from a number of man-
agers, and the IDG data is collected from a single
officer through survey questions, there is little reason
to believe that errors between the two measures are
correlated. Finally, because of higher accuracy from
CII’s more rigorous methods for counting, tracking,
and valuing the assets, we use its data as our primary
variable.

Unfortunately, of the 3,118 firm-year observations
available from CII, only 1,013 have corresponding
values for the IDG-provided instrumental variable.
We begin our empirical analysis by reporting results
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using only the subsample of observations for which
the CII and IDG data are both available. However, the
size of this sample limits the precision at which many
of the key coefficients, and especially the panel coef-
ficients on IT capital and the IT spillover term, are
estimated.

To improve our estimates, we take two approaches.
First, we report results when using the full CII
data set, where we set the missing values of the
IDG variable to zero and include a dummy vari-
able in the first stage regression to indicate when
the instrument is not available. This approach uses
the variation in the available instrument values to
resolve the errors-in-variables problem. This results
in a weaker instrument but has the advantage of
retaining the full sample to produce the remaining
parameter estimates. In particular, the larger sam-
ple is helpful to increase the precision of both the
IT capital and the IT spillover estimates both in
cross-sectional and panel estimates. In Appendix C,
we report the first-stage results from our instrumen-
tal variable regressions to demonstrate the trade-off
between the strength of the first-stage regression and
the sample size. One caveat to this approach is that
firms that appear in IDG may be systematically more
productive than firms that do not. However, the con-
sistency of the results across the different instru-
mental variable sets makes this somewhat less of
a concern.

We also supplement the missing IDG data with
a second instrumental variable based on IT labor.
IT labor measures were obtained from the data and
measure construction described and benchmarked
in extensive detail in other published work (Tambe
and Hitt 2012). This data set is based on firm-level
IT employee counts created from the employment his-
tories of a large sample of information technology
workers collected through a partnership with a lead-
ing online job-search website and include informa-
tion for each worker on employer name, job title, and
dates of employment for every position ever held by
that worker. Employment histories at this website are
posted by close to 10 million unique individuals who
are passively or actively seeking jobs and were aggre-
gated to the employer level to create measures based
on IT personnel counts. As with the IDG data, because
of the independent methods used to create these mea-
sures, there should be little correlation in measure-
ment error between the primary CII capital stock data
and the IT investment measures based on the IT labor
data set. These IT labor data are a weaker instrument
than the IDG capital data but are used to show that
our results are not particularly sensitive to the use of
the IDG-based instrument.

5. Measurement of IT Spillovers
5.1. Overall Approach
We first use conventional methods to estimate the
magnitudes of IT spillovers. We estimate a Cobb-
Douglas production function in log-levels using data
on value-added, capital, labor, IT, and measures of
aggregate IT investment as described in Equation (2)
above. Measures of IT capital stock are computed
from the data sources described above using the
same methods as other papers that use the same
data sources (e.g., see Brynjolfsson and Hitt 2003).
IT spillover pools at the industry level are constructed
using the aggregate IT capital stock of other firms in
the same four-digit Standard Industry Classification
(SIC) industry.

We demonstrate that using instrumental variables
to remove the effects of measurement error in a firm’s
own IT inputs significantly reduces the magnitude of
the spillover estimate, which is consistent with the
presence of a bias term that is transmitted to the
spillover estimate from measurement error in own
IT capital. We repeat this exercise using a number
of different samples and estimators. The estimated
spillover coefficient changes across all of these tests,
but removing measurement error from own IT capital
in each model consistently lowers the overall value
of the spillover estimate. Finally, we use different
spillover models to show that the covariance between
a firm’s own IT investments and the measure of the
external IT pool affects the size of the bias transmit-
ted to the spillover pool from the measurement error
in own IT capital.

5.2. Measurement Error and IT Spillovers
First, we produce estimates of spillovers using the
specification described in Equation (2) and then
demonstrate that correcting the measurement error
in own IT capital reduces the sizes of these esti-
mates by removing this source of bias. Our spillover
pools are computed as the average IT investment of
other firms in the same four-digit SIC code, although
in a later section we examine how using data on
spillover transmission paths affects the size of the
bias term. Table 3 shows the results of estimating
(2) with firm-level data on the 1,013 observations for

Table 2 Correlations Between Key Regression Variables

1 2 3 4 5

1. Non-IT Capital 1000
2. Labor 00703 1000
3. Materials 00712 00762 1000
4. IT Capital (CII) 00664 00732 00634 1000
5. IT Pool 00138 00231 00016 00353 1000

Note. N = 31118.
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Table 3 Impact of Measurement Error Correction on OLS Estimates of IT Spillovers

Variables (1) (2) (3) (4) (5) (6) (7) (8) (9)

DV: Log(Value-Added) OLS IV OLS IV OLS IV OLS IV IV

Sample All firms All firms All firms All firms Manuf only Manuf only All firms All firms All firms

Instrumental variable IDG capital IDG capital IDG capital IDG capital IDG capital,
IDG IT pool

Log(Labor) 00777∗∗∗ 00751∗∗∗ 00774∗∗∗ 00752∗∗∗ 00820∗∗∗ 00760∗∗∗ 00764∗∗∗ 00733∗∗∗ 00733∗∗∗

40002035 40002515 40002035 40002515 40003665 40004115 40004005 40005195 40004845
Log(Non-IT Capital) 00189∗∗∗ 00178∗∗∗ 00192∗∗∗ 00180∗∗∗ 00168∗∗∗ 00141∗∗∗ 00186∗∗∗ 00149∗∗∗ 00149∗∗∗

40001725 40001955 40001695 40002015 40002175 40002965 40002635 40003855 40003905
Log(IT Capital) 000269∗∗ 000632∗∗ 000241∗ 000589∗∗ 000225 00115∗∗ 000293 000988 000984∗

40001195 40002535 40001245 40002755 40002165 40005605 40002085 40006055 40005675
Log(IT Pool) 000199 000110 000762∗∗ 000432 000430 000306 000340

40001815 40001965 40003735 40004345 40003955 40005115 4001115
Controls Industry Industry Industry Industry Industry Industry Industry Industry Industry

year year year year year year year year year
Hausman t-statistic (IT Capital) 1086 1063 2073 1023 1033
Hausman t-statistic (IT Pool) 1059 2044 0080 0010
First-stage R2 00712 00717 00659 00715 App Ca

First-stage F -statistic 67007 55006 26035 18020 App Ca

Prob > F 00000 00000 00000 00000 App Ca

Observations 1,013 1,013 1,013 1,013 444 444 262 262 262
R-squared 00968 00967 00968 00967 00952 00946 00963 00960 00960

Notes. Robust standard errors are shown in parentheses and are clustered on firm; columns (2), (4), (6), and (8) use the unmodified IDG IT capital measures
as an instrument for the main CII based IT capital measure. Column (9) also uses the IT pool constructed using IDG data as an instrument for the main IT pool
measure constructed using the CII data. Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental
variable. Columns (1) through (4) include the sample for which IDG and CII IT capital measures are both available. Columns (5) and (6) are the observations
within that sample in manufacturing industries. Columns (7)–(9) are the observations in the sample used in columns (1)–(4) for which an IT pool instrument
could also be created.

aSee Appendix C for full first-stage regression results.
∗p < 001, ∗∗p < 0005, ∗∗∗p < 0001.

which CII and IDG IT capital data are both avail-
able. Columns 1 and 2 show estimates of the contri-
bution of IT capital with and without measurement
error correction. Application of the IDG based instru-
ment, in column 2, increases the size of the coefficient
on IT capital and reduces the contribution of other
inputs. The increase in the own IT capital coefficient is
consistent with removal of the attenuation bias caused
by measurement error in the independent variable.
For the instrumental variable regressions in column 2,
we also report results from the first-stage regressions
that suggest that the IDG instrument is highly corre-
lated with the CII IT capital measure.7

Columns 3 and 4 show OLS estimates using the
same sample with the IT pool included. The coef-
ficient estimate on the IT spillover pool’s contribu-
tion to value-added is positive but not significant,8

but like the other inputs, the magnitude is reduced

7 Coefficient estimates from first-stage regressions are reported in
Appendix C.
8 Our goal in this study is to provide evidence of an econometric
issue with estimating IT spillovers rather than provide evidence for
these IT spillovers. Therefore, we are more interested in changes
to the size of these coefficients, rather than the coefficient sizes

by application of the instrument (see column 4). In
columns (5) and (6), we show the results from simi-
lar regressions on a subset of firms in manufacturing
industries—a sector in which firms are significantly
larger and IT measures may therefore contain more
error. Column 5 shows that the coefficient estimate on
the spillover term is positive and significant and is
generally estimated with more precision than the esti-
mate on the contribution of a firm’s internal IT cap-
ital stock. The point estimate on the own IT capital
coefficient is not significantly different from zero, but
it is consistent in magnitude with the coefficient on
own IT capital from the full sample. After applying
the instrumental variable in (6), the magnitude of the
spillover estimate falls substantially, and Hausman
tests indicate that the coefficient changes are signifi-
cant for both own IT capital and the IT pool.

The changes in these estimates after application
of the instrument are consistent with the argument

themselves. The emerging stream of literature cited in the introduc-
tion is focused on providing such evidence of these spillovers, and
indeed, the magnitude of these spillovers is likely to be sensitive to
the sample, depending on industry, time period, and other factors.
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Table 4 Robustness Checks with Alternative Sets of Instrumental Variables

Variables (1) (2) (3) (4) (5) (6) (7)

DV: Log(Value-Added) OLS IV OLS IV OLS IV IV

Sample All firms All firms Manuf Manuf All firms All firms All firms

Instrumental variable IDG capital + Missing IDG capital + Missing IT labor IT labor + IDG capital

Log(Labor) 00738∗∗∗ 00654∗∗∗ 00759∗∗∗ 00560∗∗∗ 00781∗∗∗ 00597∗∗∗ 00716∗∗∗

40001755 40004685 40003005 4001065 40001985 4001555 40003945
Log(Non-IT Capital) 00203∗∗∗ 00168∗∗∗ 00192∗∗∗ 00124∗∗∗ 00177∗∗∗ 000927 00147∗∗∗

40001215 40002095 40001555 40004105 40001445 40007405 40002105
Log(IT Capital) 000314∗∗∗ 00149∗∗∗ 000299∗∗ 00287∗∗ 000360∗∗∗ 00299 00130∗∗∗

400008455 40005655 40001505 4001295 400009695 4002165 40004615
Log(IT Pool) 000237 −000104 000512∗ −000573 −000389∗ −000901∗ −000572∗∗

40001525 40002495 40002875 40007075 40002135 40005335 40002405
Controls Industry Industry Industry Industry Industry Industry Industry

year year year year year year year
Hausman t-statistic (IT Capital) 3008 3032 2089 3024
Hausman t-statistic (IT Pool) 2094 3016 2032 2057
First-stage R2 00671 00699 00639 00648
First-stage F -statistic 11050 5033 5013 9007
Prob > F 00000 00006 00020 00000
Observations 3,118 3,118 1,387 1,387 1,626 1,626 1,626
R-squared 00967 00959 00959 00924 00974 00931 00969

Notes. Robust standard errors are shown in parentheses and are clustered on firm; columns (1) and (2) are the expanded sample using the modified IDG
based instrumental variable. Columns (3) and (4) are the observations from the expanded sample in manufacturing industries. Columns (5) and (6) are the
observations for which the IT labor measure is available. Column (7) uses both IDG IT capital and the IT labor measures as instrumental variables using the
same sample used in (5) and (6). Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable.

∗p < 001, ∗∗p < 0005, ∗∗∗p < 0001.

that mismeasurement in own IT capital transmits
an upward bias to the spillover pool, but this form
of measurement error in the spillover pool can
also attenuate the spillover estimate. The analysis
in Appendix A suggests that a downward attenua-
tion bias for positive spillover estimates is likely to
be dominated by an upward bias transmitted from
own capital, but we can explicitly test this by remov-
ing the measurement error from the spillover term.
In columns (7) through (9), we report results from
regressions in which we apply instrumental variables
to both the IT capital and the IT pool to estimate
the size of the attenuation bias relative to the size of
the upward bias transmitted from the mismeasured
IT input. The instrumental variable for the IT spillover
pool is constructed using the same methods as in
Equation (5), except that we use IDG IT capital data
instead of the CII IT capital data.

The number of observations for which we can con-
struct an industry level IT pool is fairly restricted
because of limitations with the IDG data, so our esti-
mates are subject to that caveat. However, in (7), we
report regression estimates from the small sample of
firms for which the data are available to construct
IDG based IT pool measures. In (8), we apply IDG
IT capital as an instrument for CII IT capital, which
lowers the estimate on the IT pool, as in the prior
regressions. In (9), we apply instruments for both
the IT capital and the IT pool term. The changes

in the coefficients are generally consistent with the
argument in Appendix A. Applying both instruments
together in (9) increases the value of the spillover pool
estimate by removing the attenuation bias, but this
effect is smaller than the downward effect of remov-
ing measurement error in IT capital. The bias trans-
mitted in the reverse direction from the spillover pool
to the IT capital measure is also minimal, which is
consistent with the analysis presented above. These
estimates are generally in line with the argument that
the attenuation effect of measurement error in the
spillover pool is small relative to the upward bias
from measurement error in own IT capital.

In the regressions in Table 3, the sample size some-
what limits the precision of some key estimates, and
Hausman test results of the changes to the coefficients
on IT capital and the IT spillover pools are close to
significant but inconsistent. In Table 4, we use larger
samples to improve the quality of our estimates and
to serve as a baseline for the panel estimates, which
require a larger sample for more within-firm varia-
tion. We report estimates from regressions using an
alternative set of instrumental variables that expands
the sample size in exchange for a weaker first stage in
the IV regression results.9 First, we expand the sam-
ple by setting the missing values of the IDG variable

9 First-stage regression results for key instrumental variable regres-
sions are shown in Appendix C.
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to zero and include a dummy variable in the first
stage regression to indicate when the instrument is
not available. Although this weakens the instrument,
the first-stage results, shown in Table 4, are reason-
ably high, and expanding the sample produces more
precisely estimated coefficients.

Columns (1) and (2) replicate the results from
columns (3) and (4) in Table 3, using a larger sam-
ple of firms with the expanded instrument set. The
changes to the coefficient estimates on own IT capital
and the IT pool after applying the instrument in col-
umn (2) are similar to those in Table 3. Columns (3)
and (4) of Table 4 replicate the results from (5) and
(6) of Table 3 using only the sample of manufactur-
ing firms. Although the results are similar to those
in Table 3 when using only manufacturing firms, use
of the larger sample in Table 4 produces a signifi-
cant estimate on own IT capital, and the Hausman
tests are significant for both own IT capital as well
as the IT pool, although this is to some extent due to
the larger increase in the IT capital coefficient caused
by the weaker first stage. In columns (5) and (6) of
Table 4, we use IT labor as an instrument instead of
IDG capital measures. Using IT labor as an instrument
has a similar effect on the estimates on the IT capi-
tal and IT spillover terms. It increases the own IT cap-
ital coefficient and produces a corresponding fall in
the spillover estimate, both of which are comparable
in size to the effects when using the IDG measures as
the instrumental variable for the CII measures. How-
ever, it has a very weak first stage, so some of the
change in coefficients is due to inflating the estimates
on own IT capital. Nevertheless, the similar results
generated when using IT labor as the instrument sup-
port the argument that our findings are not partic-
ularly sensitive to using the IDG capital variable as
an instrument. In column (7), we strengthen the first
stage from column (6) by augmenting the IT labor
measures with the IDG capital measures where avail-
able, and the results are largely the same as in the
prior regression. The change in coefficient estimate is
smaller, but the Hausman tests are significant. Over-
all, the estimates in Table 4 suggest that our results
are not particularly sensitive to our use of the IDG
data to remove the effects of measurement error in
our primary IT capital measure.

Many spillover studies use fixed-effects or random-
effects estimators to account for unobservable firm
effects. In columns 1 through 8 of Table 5, we report
panel estimates using the sample for which the IDG
capital and IT labor measures are both available
because of the higher sample size and because the
IT labor data exhibit greater panel variation. Column
1 shows fixed-effects estimates without the spillover
term. The coefficient estimate on IT capital is con-
sistent with fixed-effects estimates produced by prior

research using these data. Column 2 shows estimates
from the same model after applying an instrumen-
tal variable. Column 3 shows elasticities for a fixed-
effects specification after introducing the spillover
term. The coefficient estimate on the spillover pool
is positive and significant and is larger in magnitude
than the estimate on own IT capital. Column 4 shows
the measurement error corrected results after using
the IDG and IT labor data as instruments for private
IT capital stocks. The decline in the IT pool coefficient
is consistent with the coefficient changes when using
OLS in Tables 3 and 4.

Columns 5 through 8 perform a similar analysis
when using random-effects specifications, with the
decline in the IT spillover term being of the same
order as in the fixed-effects model after correcting
measurement error using IDG IT capital measures
and IT labor as instrumental variables. Generally, the
estimates in Table 5 suggest that correcting the mea-
surement error in own IT capital increases the coeffi-
cient estimates on private IT capital stocks and lowers
the estimate on the IT pool when using panel esti-
mators, but Hausman tests do not indicate a signifi-
cant difference in the spillover coefficient when using
our panel specifications. However, this is in part due
to the limited power of these data and instruments
for panel regressions—neither the change in IT capital
nor the spillover coefficient is significantly different
when using our instruments in panel regressions.

Overall, the observations on the other coefficients
in these models are largely consistent with theoreti-
cal values (in the noninstrumented regressions) and
exhibit comparable behavior to that reported in pre-
vious work. One result of note is that the direct
coefficient on information technology capital rises
significantly in the instrumental variables regressions,
especially in the panel estimates. At least part of this
increase is due to the correction for downward bias
in IT capital contribution due to measurement error.
However, the higher coefficient estimate may also
be because the application of a second measure as
an instrument accentuates the endogeneity of com-
puter investment—that is, at least some of the corre-
lation between our two measures of computer capi-
tal is due to short-run shocks driving up firm-level
investment that may also be correlated with output.
A closely related possibility is that the higher coef-
ficient estimates may be reflecting a local average
treatment effect—for example, cases where managers
know their IT capital spending better may be better
managed and more productive.10 In both cases, the
effects of omitted variable biases may be accentuated
when they affect both the original variable and the

10 We thank an anonymous editor for making this point.
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Table 5 Measurement Error Correction on Panel Estimates of IT Spillovers

(1) (2) (3) (4) (5) (6) (7) (8)

Fixed Fixed Fixed Fixed Random Random Random Random
Variables effects effects, IV effects effects, IV effects effects, IV effects effects, IV

Instrumental IDG capital IDG capital IDG capital IDG capital
variable + IT labor + IT labor + IT labor + IT labor

Log(Labor) 00758∗∗∗ 00677∗∗∗ 00755∗∗∗ 00662∗∗∗ 00762∗∗∗ 00634∗∗∗ 00761∗∗∗ 00607∗∗∗

40002115 4001595 40002115 4001705 40001505 4001305 40001515 4001405
Log(Non-IT Capital) 00169∗∗∗ 00160∗∗∗ 00169∗∗∗ 00158∗∗∗ 00186∗∗∗ 00146∗∗∗ 00187∗∗∗ 00137∗∗∗

40001845 40002685 40001845 40002815 40001275 40004185 40001275 40004685
Log(IT Capital) 000279∗∗∗ 00153 000270∗∗∗ 00176 000305∗∗∗ 00210 000302∗∗∗ 00249

400007535 4002455 400007535 4002685 400006515 4001825 400006535 4002005
Log(IT Pool) 000555∗∗ 000252 000118 −000208

40002575 40006195 40001805 40004435
Controls Industry year Industry year Industry year Industry year Industry year Industry year Industry year Industry year
Hausman t-statistic 00510 00556 00989 1010

(IT Capital)
Hausman t-statistic 00536 00805

(IT Pool)
Observations 1,626 1,626 1,626 1,626 1,626 1,626 1,626 1,626
Number of firms 222 222 222 222 222 222 222 222

Notes. Robust standard errors are shown in parentheses and clustered on firm; all instrumental variable regressions use both the IDG IT capital measure and
IT labor measures as instruments on the sample for which IT labor is available. Hausman tests are for a significant change in the IT capital or IT spillover
coefficient after applying the instrumental variable.

∗p < 001, ∗∗p < 0005, ∗∗∗p < 0001.

instrument. Although this highlights the need for bet-
ter instruments for IT, it is notable that the decline
in the spillover term occurs despite these biases. Fur-
thermore, if we set IT capital to its theoretical value,
we see a similar reduction in the spillover coefficient,
which suggests that changes in the direct IT coeffi-
cient by itself in the IV estimates are not responsible
for the reduction in the spillover term estimates.

The changes in the coefficient estimates with capital
and labor set to factor share imply an error variance
for IT capital measurement that is slightly less than
35% of the total variance in IT capital. The implied
error variance for the spillover measurement is about
one-third of this number. Thus, the relative sizes
of the measurement errors required to produce the
biases that we observe are in line with earlier stud-
ies that have found potential for significant error in
IT capital measurement (Brynjolfsson and Hitt 2003,
Tambe and Hitt 2012). Moreover, these calculations
coincide with the intuition that when the spillover
term is highly correlated with own IT investment,
it is essentially representing a lower variance esti-
mate of direct IT returns and thus picking up some
of the direct IT effect. Overall, these results in both
pooled OLS and panel specifications demonstrate that
(1) measurement error in firm-level inputs can create
spurious increases in the estimated effects of external-
ities, (2) these problems also occur for panel methods,
and (3) instrumental variables can be used to remove

the measurement error and the effects of this source
of bias from the spillover estimate.

This bias can potentially account for a substan-
tial amount of variation in IT spillover estimates.
In Table 6, we show that under reasonable assump-
tions, using estimated values from the empirical anal-
ysis above, the ratio of the elasticities of the spillover
pool to the elasticities of a firm’s own IT investment
can exhibit wide variation when we allow measure-
ment error in the firm’s own investments to bias the
spillover term. To create the values in Table 6, we use
the relationships derived in (7) to compute how mea-
surement error in the IT input, along with changes to
the covariance between the spillover pool and own
IT investment, affects the ratio of their estimated out-
put elasticities. For reasonable values of the true ratio,
the swing in values is large enough to accommodate
a large amount of variation and demonstrates that the
magnitude of spillover estimates relative to the esti-
mates of own IT capital are very sensitive to measure-
ment error in the input data.

5.3. How Modeling Affects the Impact of
Measurement Error on Spillover Estimates

In the preceding section, we used instrumental vari-
ables to demonstrate that removing measurement
error from own IT capital can significantly reduce the
size of IT spillover estimates. In this section, we focus
on how construction of the spillover pool measure
affects the severity of the bias term. As mentioned
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Table 6 Computed Output Elasticity Ratios, IT Spillovers to Own IT

True output elasticity ratio, IT pool to own IT investment

�KS 0.5 0.2 0.1 0.05

0.10 0.53 0.25 0.16 0.11
0.20 0.59 0.33 0.23 0.19
0.30 0.67 0.41 0.32 0.27
0.40 0.76 0.51 0.43 0.39
0.50 0.89 0.67 0.59 0.55
0.60 1.09 0.91 0.85 0.81
0.70 1.47 1.42 1.40 1.38
0.80 2.60 3.19 3.47 3.63

Notes. Values illustrate how the ratio of the estimated output elasticities
of the IT spillover pool and firm’s own IT investments exhibits variation
when measurement error in the firm’s own IT stock can bias the spillover
term. Computations assume values for IT pool variances, IT stock variances,
and error variances that are in accordance with estimates reported above.
Left-hand column represents covariance between own IT investment and
IT spillover pool. The variance of the measurement error is fixed at 25% of
the total variance of the IT measure.

above, larger biases result from spillover measures
that (1) co-vary with a firm’s own investment lev-
els and (2) have smaller variances. Therefore, even in
the absence of instruments, more accurate spillover
estimates will be obtained from models using data
on spillover pathways that decreases the covariance
between the measures of own IT investment and
IT spillover pools and result in a larger variance for
the spillover pool. On the other hand, the bias will
be relatively more severe when the relevant mecha-
nisms increase the covariance between a firm’s own
IT investment and the IT spillover pool or reduce the
variance of the spillover pool.

We use a variety of data sources on transmission
paths to show that the effects of using different data
sources to create spillover models can either enlarge
or reduce the bias term, depending on whether the
use of these data increases or decreases the covari-
ance between private investments and the spillover
pool. The first data set we use comes from the same
sources described above, CII data describing informa-
tion technology investments at the intra-firm estab-
lishment level and other financial measures at the
firm level from Compustat databases. We exploit
elements of the data at the establishment level to
model proximity. Specifically, we take advantage of
the establishment-level data that assign SIC codes
to different establishments within each firm. Firms
in the sample have an average of almost 69 estab-
lishments per firm. In addition, and most important
for this study, each firm, through its establishments,
occupies a variety of industry positions. On average,
firms in this sample occupy more than four different
two-digit SIC categories. Thus, firms that look sim-
ilar at the aggregate firm level, in which they are
generally assigned to a single SIC category, are quite

different if compared at the establishment level. If
technological proximity plays an important role in
knowledge spillovers, then each firm may be best
described as a collection of establishments that in turn
operate in respective different technological areas and
with respective access to different spillover pools. The
firm’s access to IT spillovers, then, may be best mod-
eled by accounting for diversity in its constituent
establishments.

Whereas firm-level analyses often model the exter-
nal knowledge capital as the industry average
weighted sum of the investments of other firms, we
use these additional measures of proximity in order
to examine the role of covariance in bias. Our first
comparison measure uses establishment-level data to
model spillover pools available to a firm through its
constituent establishments. The spillover pool avail-
able to a firm is computed as the weighted sum of the
spillover pools available to each of its establishments,
and lowercase and uppercase indices represent estab-
lishments and firms, respectively,

sI =
∑

i∈I

(

ci
cI

)

si0

The weights are determined by the ratio of IT cap-
ital at the establishment level to total IT capital at
the firm level. Therefore, conditional on the size of
the spillover pool, corporate sites that are larger and
more invested in information technologies will trans-
fer more know-how from these spillover pools into
the larger organization. The spillover pool of each
establishment i is computed as the average of the
information technology investments of all other estab-
lishments that occupy the same SIC industry I4i5, not
including other establishments that are in the same
firm F 4i5

si =
1
N

j∈I4i5
∑

jyF 4i5

cj 0

Therefore, the spillover pool of each establishment
within a firm is driven by the SIC code in which
the establishment operates, independent of the tech-
nological position of the parent firm. This spillover
measure, therefore, differs from traditional firm-level
measures because use of establishment-level data pro-
vides a different measure of technological position.

The second modeling structure we test in this sec-
tion uses data on IT labor flows, which in prior work
has been argued to be a specific transmission path for
IT spillovers (Dedrick et al. 2003). The IT labor flow
data we use are based on a partnership with a leading
online jobs board and are described in detail in other
published work (Tambe and Hitt 2014). Our approach
is to compute the IT pool as the IT intensity of all
other firms from which a firm hires at least 5% of its
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Table 7 Computed Multiplier on Spillover Estimate Using Different
Transmission Paths

Covariance with Upward
IT capital stock Variance biasa

IT Capital stock 1062
IT Pool (Industry) 0.471 00689 0.032
IT Pool (Establishment) 0.344 00408 0.053
IT Pool (Labor) 0.084 00929 0.018

aEstimate of upward bias on spillover coefficient with given covariance and
variance values, computed using the same methods as in Appendix A.

new IT workers, which implies that a firm receives
larger productivity spillovers from organizations from
which they hire many technical employees. For the
purposes of this paper, the most notable fact about
these IT labor flow data is that for the sample under
investigation, IT workers appear to commonly move
across industries; thus, the spillover pool accessible
through labor flows is not as highly correlated with a
firms’ own IT investments, suggesting that the impact
of measurement error on the spillover coefficient esti-
mate will be less than when using the spillover pool
measures based on firm or establishment industry.

Table 7 shows how the covariance between IT cap-
ital stock measures and the IT spillover pool mea-
sure impacts the size of the expected bias term in
the different models. The use of establishment level
data should increase the size of the upward bias on
the spillover coefficient, but the use of IT labor flows
that tend to cut across industry lowers the multiplier
on the measurement error term, suggesting that the
use of establishment data will slightly increase the
size of the bias term transmitted to the spillover coef-
ficient, and that the use of IT labor flow data will
lower it, potentially reducing the upward bias by an
order of magnitude. Although the computed biases
are unlikely to match the biases we observe in our
empirical analysis below because of the simplicity of
our analytic model, they provide the basic insight that
differences in transmission paths can either increase
or decrease the size of the bias term.

Table 8 shows the results of regressions comparing
the performance of the firm and establishment level
spillover measures. Because of the limited availabil-
ity of the establishment level and labor flow data,
we use the IDG capital instrumental variables mod-
ified with the missing dummy variable because this
produces the largest overall sample. All regressions
are pooled in levels, with controls for industry and
year. Columns (1) and (2) show the firm-level results
when the spillover term is computed using firms in
the same four-digit SIC industry, and the sample is
restricted to observations for which the establishment
level data are also available. Columns (3) and (4)
show the results from the comparable sample when

Table 8 Impact of Measurement Error Correction on IT Spillover
Estimates Using Different Spillover Models

Variables (1) (2) (3) (4)

DV: Log(Value Pooled IV Pooled IV
Added) OLS OLS

Instrumental IDG capital IDG capital
Variable + Missing + Missing

Log(Labor) 00734∗∗∗ 00652∗∗∗ 00741∗∗∗ 00654∗∗∗

40002075 40005435 40002065 40005385
Log(Non-IT Cap) 00196∗∗∗ 00165∗∗∗ 00190∗∗∗ 00169∗∗∗

40001395 40002205 40001415 40001795
Log(IT Capital) 000363∗∗∗ 00147∗∗ 000328∗∗∗ 00142∗∗

400009485 40006275 400009265 40005745
Log(IT Pool) 000181 −000128

40001815 40002795
Log(IT 000294∗∗ −000120

Pool—Estab) 40001375 40002555
Controls Industry Industry Industry Industry

year year year year
Hausman 2071 2090

t-statistic
(IT Capital)

Hausman 2058 2081
t-statistic
(IT Pool)

First-stage R2 00660 00676
First-stage 9024 11067

F -statistic
Prob > F 00000 00000
Observations 2,355 2,355 2,355 2,355
R-squared 00967 00959 00967 00960

Notes. Robust standard errors are shown in parentheses and clustered on
firm; sample is limited to observations for which instrumental variables and
data on both types of transmission paths are available. Columns (1) and (2)
show estimates using the IT spillover pool constructed using the IT invest-
ments of firms in the same industry. Columns (3) and (4) show estimates
using the IT spillover pool constructed using IT investments of firms with
establishments in the same industry, weighted by establishment size. The
instrumental variable in (2) and (4) is the modified IDG IT capital variable
with a dummy variable included for missing values. Hausman tests are for
a significant change in the IT capital or IT spillover coefficient after applying
the instrumental variable.

∗p < 001, ∗∗p < 0005, ∗∗∗p < 0001.

the spillover term is computed using the establish-
ment method. In both cases, the application of the
instrumental variable raises the coefficient estimate
on IT capital and reduces the spillover estimate, and
Hausman test statistics suggest that the changes in the
IT capital coefficient and the IT spillover coefficient
are statistically meaningful in both cases.

In columns (1) through (6) of Table 9, we restrict
the sample to the observations for which all three
spillover measures (firm, establishment, labor) can
be computed for direct comparability. The uncor-
rected elasticities of IT capital are similar across all
three models. Some of the coefficient estimates on
the spillover terms are not significantly different from
zero in our sample, most likely due to the reduced
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Table 9 Impact of Measurement Error Correction on IT Spillover Estimates Using Different Spillover Models

Variables (1) (2) (3) (4) (5) (6)

DV: Log(Value Added) Pooled OLS IV Pooled OLS IV Pooled OLS IV

Instrumental Variable IDG IT capital IDG IT capital IDG IT capital
+ Missing + Missing + Missing

Log(Labor) 00698∗∗∗ 00578∗∗∗ 00702∗∗∗ 00601∗∗∗ 00690∗∗∗ 00605∗∗∗

40003635 40009645 40003505 40009295 40003635 40008725
Log(Non-IT Cap) 00230∗∗∗ 00215∗∗∗ 00236∗∗∗ 00228∗∗∗ 00237∗∗∗ 00230∗∗∗

40002745 40002885 40002695 40002845 40002745 40002755
Log(IT Capital) 000441∗∗ 00204∗ 000277 00157 000409∗∗ 00150

40002145 4001225 40002185 4001115 40002065 4001025
Log(IT Pool—Firm) −000489∗ −000784∗

40002835 40004255
Log(IT Pool—Estab) 000692∗∗ 0000724

40003195 40005735
Log(IT Pool—Labor) −0000765 −000108

400008755 400009645
Controls Industry year Industry year Industry year Industry year Industry year Industry year
Hausman t-statistic (IT Capital) 1040 1025 1018
Hausman t-statistic (IT Pool) 1021 1023 0064
First-stage R2 00666 00692 00663
First-stage F -statistic 3040 3048 3093
Prob > F 00036 00033 00021
Observations 426 426 426 426 426 426
R-squared 00974 00962 00974 00967 00973 00968

Notes. Robust standard errors are shown in parentheses and clustered on firm; sample is limited to observations for which data are available for instrumental
variables and all three types of transmission paths. Columns (1) and (2) show estimates using the IT spillover pool constructed using the IT investments of
firms in the same industry. Columns (3) and (4) show estimates using the IT spillover pool constructed using IT investments of firms with establishments in
the same industry, weighted by establishment size. Columns (5) and (6) show estimates using the IT spillover pool constructed using firms’ IT investments,
weighted by the IT labor flow network. Instrumental variable in all IV regressions is the modified IDG IT capital variable with a dummy variable for missing
values. Hausman tests are for a significant change in the IT capital or IT spillover coefficient after applying the instrumental variable.

∗p < 001, ∗∗p < 0005, ∗∗∗p < 0001.

sample size. As expected, however, correcting mea-
surement error in (2) and (4) substantially decreases
the magnitude of the spillover estimate. Most impor-
tantly, the corrected estimate in (6) moves by a small
amount, which suggests that very little of the bias
term from IT measurement error is transmitted to
the spillover coefficient because of the lower covari-
ance between the two measures indicated in Table 7.
The estimates from Table 9 indicate that the size of
the bias term transmitted to the spillover coefficient
can vary considerably depending on the transmission
path being tested and in some contexts may not sig-
nificantly alter the spillover coefficient at all.

6. Discussion
This paper demonstrates that IT spillover estimates
can be too large if biases caused by measurement
error in a firm’s own IT investment are transmitted to
the estimate of the spillover coefficient—our estimates
suggest that correcting this source of bias reduces
the magnitude of spillover estimates by 40% to 90%.
Because of the well-known difficulties in measuring,
valuing, and depreciating IT capital stocks, this is

a significant problem when measuring IT spillovers,
making these biases an issue worthy of attention.

We apply instrumental variables to empirically
demonstrate this presence of this bias in models of
IT spillovers. A literature has focused on the errors-
in-variables problem and provides guidance on the
use of instruments when attempting to correct the
effects of measurement error (e.g., see Griliches and
Hausman 1986). We also consider factors affecting the
size of the bias term. The transmission of the bias to
the spillover term depends on covariation between
a firm’s own IT capital stock and the IT spillover
pool as well as the variance of the spillover pool,
so the severity of the bias term will be determined
by the particular transmission paths that are used
when modeling the spillover pool. Spillover mecha-
nisms producing little covariation between IT invest-
ment and the spillover pool reduce the size of the bias
term. The increasing availability of some kinds of data
that are more easily collected using information tech-
nologies has created new opportunities for modeling
spillover paths, so this is a useful distinction because
researchers increasingly use these data to study indi-
vidual microfoundations of spillovers.
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Our findings have implications for policy and man-
agement. Understanding the magnitude of IT spill-
overs is critical for developing a complete understand-
ing of IT productivity and has implications for how
new information technologies should be deployed.
However, as with R&D spillovers, estimates of the
productivity of IT spillovers are subject to a num-
ber of econometric pitfalls and therefore should be
interpreted with care. Spillover estimates that are too
high may lead to ineffective subsidies or unrealized
productivity benefits for managers hoping to capture
IT spillovers. Our findings also suggest the importance
of data collection on IT investments. The problems dis-
cussed in this paper are a result of the absence of accu-
rate data describing firms’ digital investments. Better
data, therefore, not only facilitates better estimates of
IT returns but would also improve the accuracy of
IT spillover measurement.t

Finally, although we have shown that some exist-
ing estimates of the contributions of productivity
spillovers may be overstated, our points address
methods, not economics. IT externalities are poten-
tially significant and may be important in size. How-
ever, care must be taken when modeling IT spillover
pools in the face of measurement errors in the con-
stituent data, and our results suggest the importance
of understanding these sources of bias.
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Appendix A. Derivation of Equation (7)
Starting with a two variable specification where variables
are expressed as deviations from means:

y = �kxk +�xxs +u0

Application of the OLS estimator �̂= 4X ′X5−1X ′Y yields
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This yields the following:
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The spillover estimate is impacted by an attenuation bias
and a bias that is transmitted from mismeasurement in
private IT capital stocks, which move in competing direc-
tions for positive spillover values. To evaluate the condi-
tions under which the net effect results in an upward bias
for positive spillover values, we can write the spillover esti-
mate as the true spillover coefficient adjusted by a bias term:

�s +

[

4�xkxs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�2
�k
�k −

(

1 −

4�2
xs
�2
x∗
k
−�2

xkxs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5

)

�s

]

0

Rearranging terms produces

�s +

[

4�xkxs
5�2

�k

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�k −

�2
x∗
k
4�2

x∗
s
−�2

xs
5

4�2
x∗
k
�2
x∗
s
−�2

xkxs
5
�s

]

0

This bias term inside the brackets is in the upward direc-
tion (positive) if

�xkxs

�2
x∗
k

�2
�k

�2
�s

>
�s

�k

0

We expect this to hold true in most samples because the
measurement error variance for the spillover term is sig-
nificantly less than that of the variance on own IT capi-
tal because of the convexity of the weighting terms in the

Table A.1 Bias in Spillover Term (Large Spillover Pod)

�s/�k

�xk xs 0.10 0.20 0.30 0.40 0.50 1.00

0.10 0.002 0.002 0.002 0.002 0.002 0.001
0.20 0.004 0.004 0.004 0.004 0.004 0.003
0.30 0.007 0.007 0.007 0.007 0.007 0.006
0.40 0.010 0.010 0.010 0.010 0.010 0.009
0.50 0.015 0.014 0.014 0.014 0.014 0.013
0.60 0.021 0.021 0.020 0.020 0.020 0.019
0.70 0.031 0.031 0.031 0.030 0.030 0.029
0.80 0.052 0.052 0.052 0.051 0.051 0.049
0.90 0.127 0.126 0.125 0.125 0.124 0.120
�s 0.005 0.010 0.015 0.020 0.025 0.050

Notes. Columns indicate changes in the true ratio of the output elasticities
between own IT capital and the spillover pool, and rows indicate changes in
the covariance between the two measures. Values greater than 0 indicate an
upward bias on the spillover term. The variance of the measurement error
is conservatively fixed at 25% of the total variance of the IT measure. The
bottom row indicates the value of �simplied by the parameter values.
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Table A.2 Bias in Spillover Term (Smal Spillover Pool)

�s/�k

�xk xs 0.10 0.20 0.30 0.40 0.50 1.00

0.10 0.001 0.000 − 00001 −00003 −00004 −00010
0.20 0.003 0.002 00001 − 00001 −00002 −00008
0.30 0.006 0.005 00003 00002 00001 − 00006
0.40 0.009 0.008 00006 00005 00003 − 00004
0.50 0.013 0.011 00010 00008 00007 − 00002
0.60 0.019 0.017 00015 00013 00011 00002
0.70 0.029 0.026 00024 00021 00019 00006
0.80 0.049 0.045 00042 00038 00034 00016
0.90 0.120 0.112 00104 00096 00088 00049
�s 0.005 0.010 00015 00020 00025 00050

Notes. Columns indicate changes in the true ratio of the output elasticities
between own IT capital and the spillover pool, and rows indicate changes in
the covariance between the two measures. Values greater than 0 indicate an
upward bias on the spillover term (shaded areas indicate negative values).
The variance of the measurement error is conservatively fixed at 25% of the
total variance of the IT measure. The bottom row indicates the value of �s

implied by parameter values.

spillover pool construction and because the output elastic-
ity of the spillover term is expected to be less than that of
the output elasticity of the spillover pool. More formally,
the direction of the inequality depends upon (a) the ratio of
the error variance terms, (b) the ratio of the output elastici-
ties, (c) covariance between own IT capital and the spillover
pool, and (d) the variance of own IT capital. Using the
parameters from the sample in this study for (a) and (d),
Table A.1 illustrates how the computed net effect (�̂s − �s5
changes in response to changes to (b) and (c). For reason-
able values, the net effect of the bias falls close to zero
for extreme values, but it is always upward. When using
the parameter estimates from the OLS full-sample regres-
sions with industry spillover pools reported in the tables,

Appendix C. First-stage Estimates for Instrumental Variable Regressions

(1) (2) (3) (4) (5) (6)

Dependent variable: Log(CII IT Capital) Log(CII IT Capital) Log(CII IT Pool) Log(CII IT Capital) Log(CII IT Capital) Log(CII IT Capital)

Instrumental variables: IDG Capital IDG Capital IDG Capital IDG Capital IDG Capital IT Labor
IDG IT Pool IDG IT Pool +Missing + IT Labor

Log(IDG IT Capital ) 00360∗∗ 00367∗∗ 00031 00201∗∗ 00232∗∗

4000445 4000885 4000385 4000375 4000345
IT Capital Missing a 00748∗∗ 00888∗∗

4001645 4001525
Log(IT Labor) 00100∗∗ 00091∗∗

4000345 4000345
Log(CII IT Pool ) −00170 00310∗∗

4001335 4000965
Log(Labor) 00442∗∗ 00238∗∗ −00059 00710∗∗ 00562∗∗ 00634∗∗

4000755 4000895 4000385 4000645 4000525 4000525
Log(Non-IT Capital ) 00263∗∗ 00448∗∗ 00074 00273∗∗ 00296∗∗ 00306∗∗

4000575 4000635 4000475 4000545 4000325 4000335

the computed effects from Table A.1 are consistent with
biases of between 40% and 55% even when using the lower
value of the two covariance entries in between which the
true covariance falls. Therefore, the true bias is likely to be
somewhat higher.

Because the ratio of the error variance terms (factor (a))
is driven by the convexity of the weighting terms in the
spillover pool construction, it will fall when spillover pools
are constructed by weighting smaller numbers of exter-
nal inputs. In Table A.2, we show the values recomputed
by assuming that spillover pools are computed using the
inputs of only 3 other firms (rather than 29, which was the
mean pool size in our original sample), which brings the
error variance of the spillover pool much closer to the error
variance in the own IT capital measure. However, even in
this case, we only observe a net downward effect (shaded
areas indicate a downward bias) where the output elastic-
ity of the spillover pool is very large compared to the out-
put elasticity of own IT capital, and the covariance between
the two measures is very low. For most reasonable values,
therefore, we expect the net effect on the spillover pool esti-
mate to be in the upward direction.

Appendix B. Summary Statistics by Firm-Year

1987 1988 1989 1990 1991 1992 1993 1994

Value-Added 7.07 7.10 7.05 7.06 7.03 7.03 7.06 7.09
Non-IT Capital 7.68 7.66 7.65 7.74 7.78 7.81 7.84 7.87
Labor 6.53 6.52 6.49 6.50 6.50 6.49 6.52 6.50
IT Capital (CII) 2.62 2.76 2.66 2.74 2.96 2.77 3.08 3.42
IT Pool 3.24 3.40 3.34 3.41 3.65 3.54 3.86 4.16
Number of 344 364 402 402 402 402 401 401

observations

Notes. All figures are mean values of logged variables. Total number of obser-
vations is 3,118. Includes full sample for which CII IT capital measures are
available.
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Appendix C (Continued)

(1) (2) (3) (4) (5) (6)

Dependent variable: Log(CII IT Capital) Log(CII IT Capital) Log(CII IT Pool) Log(CII IT Capital) Log(CII IT Capital) Log(CII IT Capital)

Instrumental variables: IDG Capital IDG Capital IDG Capital IDG Capital IDG Capital IT labor
IDG IT Pool IDG IT Pool +Missing + IT Labor

Observations 1,013 262 262 3,118 1,626 1,626
R2 0071 0072 0082 0066 0064 0063
First-stage F -statistic 6701 38099 20305 2905 9094 1033
Prob > F 0000 00000 00000 0000 00000 0025

Notes. First-stage regression results from baseline IV regressions reported in Tables 3 and 4. Standard errors (in parentheses) are clustered on firm.
(1) uses the IDG IT capital measure as an instrument for CII IT capital (from Table 3, Column 2).
(2) uses the IDG IT capital and IDG IT pool measure as instruments for CII IT capital (from Table 3, Column 8).
(3) uses the IDG IT capital and IDG IT pool measure as instruments for the CII IT pool (from Table 3, Column 9).
(4) uses the IDG IT capital and missing data dummy variable as instruments for CII IT capital (from Table 4, Column 2).
(5) uses the IDG IT capital, IT labor data, and missing data dummy variable as instruments for CII IT capital (from Table 4, Column 7).
(6) uses the IDG IT labor data as instruments for CII IT capital (from Table 4, Column 6).
∗p < 001, ∗∗p < 0001, ∗∗∗p < 0005.
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